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Preface

Purpose of This Manual

This manual describes the DEC LANcontroller 400, which is an
Ethernet/802 controller for systems that have an XMI bus. The manual is
a technical reference for installing, troubleshooting, repairing, and writing
or customizing device drivers or diagnostics for the DEMNA.

The DEC LANcontreller 400 is also called the DEMNA controller.
Throughout the rest of this manual, the DEC LANcontroller 400 is
referred to as the DEMNA.

‘ intended Audience

This manual is for:

¢ Digital or customer personnel who install or replace the DEMNA in
the field

o Customer engineers and system programmers who incorporate
DEMNA modules into their own products or systems

. Before Using This Manual

The reader should be familiar with the following:

e  VAX architecture, as described in the VAX Architecture Reference
Manual, EY-3459E-DP

¢ Ethernet network, as described in the Ethernet Operation and
Maintenance Manual, EK-DEC-SAOP

e XMI bus, as described in the VAX 6000-400 System Technical User’s
. Guide, EK-640EB-TM

e 1EEE Std 802.2-1985 (ISO DIS 8802/2)
¢ IEEE Std 802.3-1985 (1ISO DP 8802/3)

Structure of Manual

The manual has 10 chapters and 13 appendixes, which are described
below.

Chapter 1 introduces the DEMNA option and its overall architecture.

Chapter 2 describes the DEMNA port and its relationship to the DEMNA
port driver.

Chapter 3 describes the data flow through the DEMNA, as well as the
data flow between the DEMNA and host, for both transmits and receives.

Chapter 4 defines the DEMNA registers that are visible over the XMI bus.

xvil
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Chapter 5 describes the DEMNA power-up, node reset, node halt/restart,
and power-down sequences.

Chapter 6 describes the DEMNA power-up self-test and how to interpret
the self-test results.

Chapter 7 describes diagnostics that apply to the DEMNA module. The
chapter explains how to run the ROM-based diagnostics that are on the
module. It also explains how to run software diagnostics under the VAX
Diagnostic Supervisor.

Chapter 8 describes the error handling performed by the DEMNA port.

Chapter 9 describes how to modify flags and parameters in the DEMNA
EEPROM.

Chapter 10 describes the DEMNA console mcanitor program.

Appendix A summarizes the DEMNA power and environmental
requirements.

Appendix B describes how to install the DEMNA.

Appendix C describes how the DEMNA accomplishes booting over the
Ethernet.

Appendix D describes how to convert an Ethernet address to a DECnet
address.

Appendix E describes how to read the DEMNA Ethernet address.

Appendix F describes the errors for the DEMNA ROM-based diagnostics
(RBDs).

Appendix G describes the DEMNA Node-Private Registers in the DEMNA
nonfatal error blocks.

Appendix H lists the device type codes of all XMI modules available at the
printing of this manual.

Appendix I lists some commonly used Ethernet protocol types.
Appendix J lists some commonly used multicast addresses.

Appendix K lists some commonly used 802 SAPs and SNAP SAP protocol
IDs.

Appendix L describes a program that can be used to connect to the
DEMNA console monitor program if the Network Control Program (NCP)
is not available.

Appendix M describes describes the types of history entries that can be
displayed by the console monitor program.
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Related documentation includes:

e DEC LANcontroller 400 Installation Guide, EK-DEMNA-IN

o DEC LANcontroller 400 Console User’s Guii» FK-DEMNA-UG

e DEC LANcontroller 400 Programmer's Cuide, EK-DEMNA-PG

° [Ethernet Installation Guide, EK-ETHER-IN

e  VAX 9000 Family System Maintenance Guide, Vol. 2, EK-DAS02-MG
o VMS I/0 User’s Reference Manual: Part II, AA-LAS4A-TE

e VMS Network Control Program Manual, AA-LAS0A-TE

Conventions Used

¢ All addresses are in hexadecimal (hex). All bit patterns are in binary
notation. All other numbers are decimal unless otherwise indicated.

o Ranges are inclusive. For example, the range 0—4 includes the integers
0,123, 4.

e Bits are enclosed in angle brackets (for example, <12>).

o Bit ranges are indicated by two bits in descending order separated by
a colon; for example, <12:1>. Bit ranges are inclusive.

¢ K = kilo (1024); M = mega (1024°°2); G = giga (1024 **3).

®* The term "asserted” indicates that a signal line is in the true state.
The term "deasserted” indicates that a signal line is in the false state.

"Assertion” is the transition from the false to the true state.
"Deassertion” is the transition from the true to the false state.
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Command Notation

The following command notation is used in this manual:

Convention

Mesaning

{1}

(...

]

UPPERCASE characters

italic lowercase
characters

Large braces enclose Ests from which you must choose

. | KERNEL
one ftem. For example: { USER }
Horizontal efiipsis points mes=n that you can repeat the
item preceding the points. For example: /qualifier . . .
Horizontal or vertical eflipsis points in an example indicate
that not ail the information the system would display is

shown or that not all the information a user is to supply is
shown,

Braces followed by a comma and horizonial ellipsis points
mean that you can repest the enclosed items one or more
times, separating two or more items with commas.

Square brackets enclose items you can omit. For
example: | =option, ... |

Language-specific reserved words and identifiers are
printed in uppercase characters. However, you can
enter them in uppercase, lowercase, or a combination of
uppercass and lowercase characters.

Elements you must replace according to the description
in the text are printed in Ralic lowercase characters.
However, you can enter them in lowercase, uppercase, or
a combination of lowercase and uppercase characters.




PO EPOSIPOISPOLIIEIDE 000000 S0P LIS 600000000¢00044
107670107000 0 6 00 09 e PO EEPEEEEI 0000 P 0000 0000880000808
F XX XXX X000 OOO0OONOOCTE L X AKX XXX XXX K AKX KX
107060000000 0.00.000866800060008000008¢800000¢004

DO PO PP P POP PP SI00000050 800000000000 00

POP O RLI OO DS 00840808600 06805008000008084

OO0 00000800088 68000060008845000008044

PO EON NIV VOF SO TIIPOE 0098080800001

P19 0.0, 8 00000000000 0800008000004

PO P00 04000000 0000880 800800
}1009:0.¢16.0.6.0.070.0.8.0,0600.5060690005089¢3

P090.9 0600000000 E00000040004

ARHREK KRR KL OORHCOC00000K

P09 50000000900 088380800004

p:016:0:9:0.9.0,0.0.0.¢.9:6.09.5.6 408004

}10.0:8.00.0.0.0.0.008.¢.0.9.48898 4

10.9.0.8.0.0.0000.0000.0¢044¢

P0,4:4:0.010.9.0.0.90.4.0.8.¢.9.¢.4

XD H00XK

b 4.00.4.830.0.0.4.9.4.09088800 ¢4
HXOCONOUOC X R XX OHKAXK

P00 0.49.0.9.0.00088.6808000 004

PO A 0008055809008 96088 804004

PO 990.0600088600066 088000880001

O 5.0.000008 5000000060 esse000e0d

ERROXRHX AR KR AR XXX HIOAKXAXAKAK

XEHKEXK K LUXKKHXE XK LXK KL X AKX XX LKKXEAK

XXENL XXX A XK KK KK KK XX KK XK KK LKXKK LK

XXX XX IO DX X X XK KX XX KX

OO0 IIII OGS0 2900000900850 0880000000d
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. 1 DEC LANcontroller 400 Module Overview

The DEC LANcontroller 400 is an intelligent, high-perforinance /O
controller that enables a host processor on the XMI bus to communicate
with other nodes in an Ethernet/802 local area network. The DEC
LANCcontroller 400 is compatible with the Ethernet and IEEE 802
specifications.! Digital's Systems and Options Catalog indicatei: which
systems support the DEMNA option.

A single XMI bus can support multiple DEC LANcontroller 400s. An
XMI bus can thus connect to multiple Ethernet/802 networks. Each DEC
LANCcontroller 400 connects *~ 4 single network through a standard 15-pin

. Sub-D connector.

The DEC LANcontroller 400 is also called the DEMNA controller.
Throughout the rest of this manual, the DEC LANcontroller 400 is
referred to as the DEMNA.

1.1 Basic Functions

The DEMNA supports one Ethernet/IEEE 802 port, which provides the

physical link layer and portions of the data link communication layer of
. the Ethernet and 802 protocols, as defined by the Ethernet and IEEE 802

specifications. ‘

With its own onboard CVAX processor, the DEMNA can control aperations
independently of the host processor. The details of Ethernet transactions,
ircluding data transfer over the XMI bus, are thus transparent to the host
processor (see Figure 1-1).

The onboard firmware is contained in EEPROM, which aliows revised
firmware to be loaded without hardware modification. The firmware

“ can thus be easily upgraded in the feld. In addition, various DEMNA
operating parameters can be modified easily in the field.

The DEMNA firmware includes a console monitor program that allows

a user at virtually any terminal on the network to monitor DEMNA
operation and network traffic. The console monitor program can be
acceseed over the network or from a terminal (called the physical console)
attached directly to the DEMNA.

! In this manuel, 802 refers specificaily to the CSMA/CD local area network defined in the IEEE 802.2 and 802.3
specifications (physical and data link layera).
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Figure 1-1 DEMNA Module !n an XMI System
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The DEMNA has extensive onboard tests. On power-up or reset, the
DEMNA tests itself and makes its status (pass or fail) available through
LEDs on the module and through an onboard Power-Up Diagnostic
(XPUD) Register. In addition, a customer service engineer may invoke
other onboard ¢:agnostics from the system console or the DEMNA physical
console to test the DEMNA's logic and functio:ality more extensively.

The DEMNA may participate in network boot operations. The DEMNA
may be specified as the boot device by its host system or be enabled to
involuntarily boot its host system on receiving a valid Boot message over
the network. (See the Appendix C for further information.)

Logic Overview

The DEMNA logic is divided into the following four subsystems, ae shown
in Figure 1-2:

® Microprocessor subsystem

¢ Shared memory subsystem

o XMI interface subsystem

s Ethernet interface subsystem




DEC LANcontroller 400 Module Overview

. Figure 1-2 DEMNA Simplified Block Diagram
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1.2.1 Microprocessor Subsystem

The microprocessor subsystem performs the following major functions:

° Stores and executes the module firmware, including onboard
diagnostics and the console monitor program

e Stores and supplies the module's default (Medium Access Control)
Ethernet address
The microprocessor subsystem contains the following major components:

¢ CVAX--a 32-bit CMOS precessor dedicated to running firmware. The

CVAX cannot be used directly by application programs running on the
. host processor or by a user at the system console.
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e System Support Chip (SSC)—This chip provides control logic for the .
microprocessor subsystem, including timers, address decode logic,

internal processor registers, and a UART for connection with the
DEMNA physical console.

e EEPROM and CVAX RAM—The EEPROM stores the module'’s
operational firmware, which executes from CVAX RAM (SRAM).

The EEPROM also provides a diagnostic patch area and stores history
data on DEMNA failures.

* MAC Address (ENET) PROM—This PROM stores the module’s default
physical (Ethernet) address (DPA),! which is also called the Medium
Access Control (MAC) address. The PROM also store: a PROM test
pattern.

* EPROM~The EPROM stores a working copy of the DEMNA firmware
minus the console monitor program. If the DEMNA self-test finds that

the EEPROM contents are invalid, the EPROM code is loaded into .
CVAX RAM.

» Diagnostic Register—This register is a control/status register that
controls certain low-level diagnostic operations, such as the disabling
of CVAX RAM parity.

The CVAX, SSC, CVAX RAM, and Diagnostic Register connect to each
other thrrugh the CDAL bus, which in turn connects to the DEMNA
memory bus through latched transceivers.

1.2.2 Shared Memory Subsystem .
The shared memory subsystem performs the following major functions:
e Buffers packets to and from the Ethernet interface
¢ Buffers transfers to and from the XMI bus
o Stores shared dats structures that allow the CVAX and LANCE to

communicate .
The shared memory subsystem has the following major components:

e 256 Kbytes of parity-protected SRAM—The SRAM buffers Ethernet
and XMI transfers and stores data structures shared by the CVAX and
LANCE.

e Bus control logic—This logic controls read/write timing and read/write
signals.

e DMA logic—This logic controls access t> the SRAM.

« DEMNA timeout iogic—This logic detects when a DMA grant on the
DEMNA memory bus has been outstanding longer than the timeout
period.

! At the request of applications starting up a protocol such as DECnet, the port driver may smign one or more slternative
adéressss to the DEMNA. This type of address in called an actual physical addreea (APA).

14
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The SRAM is on the DEMNA memory bus, which connects to the Ethernet
interfa e, XMI interface, and the CDAL bus. The SRAM can be accessed
by the LANCE chip (Ethernet interface), CVAX, or DEMNA gate array
(XMI interface). The DMA access priority for these devices is LANCE,
CVAX, and gate array.

Ethernet interface Subsystem

The Ethernet interface provides an interface between the DEMNA’s
shared memory and the Ethernet wire. The Ethernet interface performs
transmits (reads) from the shared memory and receives (writes) to the
shared memory.

The Ethernet interface has the following major components:

® Local Area Network Controller for Ethernet (LANCE) chip—The
LANCE chip implements the microprocessor interface, performs DMA
to and from the DEMNA shared memory, implements the CSMA/CD
network access algorithm, does packet handling on transmits and
receives, and raports errors.

e Serial Interface Adapter (SIA) chip—The SIA chip performs
Manchester encoding for transmits, Manchester decoding for receives,
and implements a TTL/differential signal interface between the
LANCE (TTL) and the Ethernet wire (differential signals).

e Bus interface logic—This logic generates byte parity on transfers to
DEMNA shared memory and checks byte parity on transfers from
shared memory.

XMI Interface Subsystem

The XMI interface provides an interface between the DEMNA's shared
memory and the XMI bus. The XMI interface performs the following
major functions:

e Transfers Ethernet read and write data between DEMNA shared
memory and host memory

e Performs control operations for the DEMNA CVAX (high-priority
quadword XMI reads and writes to memory and longword XMI /O
reads and writes)

° Implements the DEMNA port registers

o Implements the XMI-required registers

¢ Implements XMI inte. Tupt logic

The XMI interface has the following major componenta:

¢ Gate array—The gate array implements most of the XMI interface
logic.

e XMI resistors, clocks, and module-decoupling capacitors.
e XMI timeout logic—This logic detects timeouts for XMI operations.
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DEC LANcontroller 400 Module Overview

Physical Description

The DEMNA option consists of a single board. The DEMNA has the
foilowing two cables:

¢ An internal Ethernet cable that connects the DEMNA with the
transceiver cable and provides power to an H4000 transceiver
(Section B.4). This cable is not part of the DEMNA option but is
included in the cabinet kits for the DEMNA.

¢ An internal cable for the physical console that connecte the DEMNA

with a terminal cable. This cable has its own cabinet kit.

An external Ethernet cable runs from the bulkhead to an Ethernet
transceiver. This cable is not part of the DEMNA option and is

not included in the cabinet kits for the DEMNA. The cable must be
ordered separately. (See Digital's Systems and Options Catalog for more
information.)

Table 1-1 lists the items on the DEMNA packing list. These are the items

included with the DEMNA option (DEMMA-M).

Table 1-1 Packing List for DEMNA Option

Part Number Quantity Description

T2020 1 DEMNA module

EK-DEMNA-IN 1 DEC LANcontroller 400 Installation Guide
EK-DEMNA-RN 1 DEC LANcontroller 400 Release Note
EK-DEMNA-UG 1 DEC LANcontroller 400 Console User’s Guide
Cabinet Kits

Table 1-2 lists DEMNA cabinet kits for VAX 6000 and 9060 systems.
Cabinet kits must be ordered separately from the DEMNA option. For
new gystems not included in this table, please see Digital's Systems and
Options Catalog.

Table 1-2 Cabinet Kits for DEMNA Options

Deseription Kit Number

Contents

internal Cable  CK-DEMNA-AM

for Phwsical
Console

VAX 6000 CK-DEMNA-KD
cabinet kit

1-6

VO connector panel for VAX 8000 cabinets (74-26497-32)

/O connector panel for VAX 2000 cabinets (70-28010-01)

Blank pansi for VO connector panel (74-26407-01)

internal cable for physical console (17-02188-01)

DEC LANcontroller 400 Instaliation Guide {EKX-DEMNA-IN)

DEC LANcontroliar 400 Console User’s Suide (EX-DEMNA-UG)

Ethernet /O connector panel (74-26407-41)
8-f. intemal Etharnet cable (17-01483-02)
Blank panel (74-26407-01)

Ethernet loopback connector (12-221886-02)
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Table 1-2 (Cont.) Cabinet Kits for DEMNA Options

Oescription Kit Number Contants

VAX 8000 CK-DEMNA-KE  Etharnet VO connector panel (70-27894-01)
Moda! 2xx 3-t. internal Ethernet cable (17-01498-01)
cebinet kit Ethernet loopback connector (12-22196-02)
VAX 8000 CK-DEMNA-KM Ethernet VO connector panel (70-27884-01)
Model 4xx 8-ft. internal Ethernat cable (17-01498-02)
cabinet kit Ethernet loopback connector (12-221986-02)

1.3.2 Status LEDs

The DEMNA module has two status-indicator lights:

e  One DEMNA OK LED (yellow)—the self-test LED required by the XMI
bus specification

© One External Loopback LED (green)

Immediately after power-up or reset, both status-indicator lights are off. If
all the tests in the self-test pass (aside from the LANCE external loopback
test), the self-test lights the yellow DEMNA OK LED. If the LANCE
external loopback test passes (indicating that the DEMNA can transmit
and receive a loopback packet over the network), the self-test lights the
green External Loopback LED.
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DEMNA Port Overview

This chapter provides an overview of the DEMNA port/port driver
interface. For a detailed description of this interface, see the DEC
LANccntroller 400 Programmer’s Guide.

This chapter includes the following sections:

Introduction

Shared Data $*:uctures

Port Registers

Port Commands

Interrupts

Port States

Network Maintenance Operations Supported by the Port
Packet Filtering and Validation Performed by the Port
Port-Maintained Status

introduction

The DEMNA implements a single Ethernet/802 port. This port provides
the physical and cata link communication layers of the Ethernet/802
network protocol.

The port is controlled by a single port driver running un the host. In a
multiprocessor system, the port driver may run on different processors at
different times; however, from the port's perspective, there is only one port
driver.

The DEMNA port has the following m..,or features:

A simple, logical interface
Support for Ethernet and 802.2/802.3 protocols

Support for up to 64 users, which may include an "unkr:own user” (a
catchall user that transmits and receives packets for all users beyond
the users defined to the port)

30-bit virtual-to-physical address translation, 34-bit virtual-to-physical
address translation, 40-bit physical addressing, dual-segment 40-bit
physical addressing (physical addressing acrcss page boundaries)

Multiple-buffer support (buffer chaining) for transmits and dual-buffer
support for receives when dual-segment 40-bit addressing is enabled

Packet filtering by destination address, multicast address, protocol
type, SAP, GSAP, and SNAP SAP protocol identifier

2-1
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Figure 2-1 illustrates the port/port driver interface.

Support for multiple physical Ethernet addresses

Maintenance commands that allow diagnostic programs to obtain
detailed operating status and error status, load a new firmware image
into DEMNA EEPROM, and change parameter settings in DEMNA

EEPROM

Support for Digital's Mairitenance Operations Protocol (MOP) functions

Console support for diagnostic routines and field-service functions

A console monitor program that allows a user at virtually any terminal

on the network to monitor DEMNA operation and network utilization

Error logging

Figure 2-1 Port/Port Driver interface

HOST DEMNA
interrupts |
User 1 LG £
3- o
Port Port Data | é »
Vsor 2 Driver Block ; Port
Command
Cimig nm = 2
wEN “ﬁ,‘"}" g o
Usern g-p| Buffers @ ~2
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2.2 Shared Data Structures

The port and port driver share the following data structures, which are
regident in host memory:

e Port Data Block (PDB)
e Command and receive rings

¢ Trenemit, receive, and commeand buffers

These deta structures provide the main means of communication and data
transfer between the port and port driver.

PFigure 2-2 shows how the yort finds the data structures resident in host

memory. On port initialization, the port driver writes Port Data Registers
1 and 2 (XPD1 and XPD2) in the DEMNA with the physical base addrass
of the Port Data Block (PDB). The PDB supplies the following:

¢ Base address of the System Page Table
¢ Base address of the Global Page Table
© Base address of the command ring

o Base address of the receive ring
e Address of the User Buffer Unavailable (UBUA) Counter

Each entry in the command and receive rings provides the base address
of a buffer or, in the case of buffer-chained transmits or receives, the base
addresses of multiple buffers.

The PDR also indicates ¢o the port the addressing mode (virtual or
physical) to use when accessing the data structures in host memory.
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Figure 2-2 Port Access of Host Data Structures
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2.2.1 Port Data Block (PDB)

The Port Data Block (PDB) is a 5i2-byte block aligned to a 512-byte

boundary in host memory. Both the port and port driver can read and
write the PDB.

Before commanding the port to initialize itself, the port driver writes the
PDB with initialization parameters for the port. The PDB i - dicates the
following to the port:

e The addressing mode (virtual or physical) that the port should use

© The location of the command and receive rings and the size of the
command ring entries

e The location and size of the system page table (used only if virtual
addressing is specified)

. e The location of the global page table (used only if virtual addressing is
specified!

e Interrupt information for both error and port interrupts, including
which node(s) to interrupt, the interrupt vector to return, and the level
at which to interrupt

e The location and length of the Uzer Buffer Unavailable (UBUA)
Counter, which indicates how many receive packets the port driver has
discarded because no user buffers were available.

. The PDB also contains the following counters:

o Potential SBUA Counter—This counter records how many times the
port looked for but did not find a system buffer when attempting to
deliver a receive packet to the port dnver. If the port does not obtain
a system buffer within 3 seconds, it discards the receive packet. The
operating system can monitor this counter to optimize the number of
buffers it allocates to the DEMNA.

¢ Actual SBUA Counter—This counter records the number of receive
. packets discarded by the port because (1) the port could not obtain a
system buffer and did not have sufficient internal memory space to
buffer the packet or (2) because the port could not obtair a system
buffer within 3 seconds and the packet became stale (held longer than
3 seconds by the port).

¢ DOR Counter—This counter records the number of receive packets
discarded by the port because the DEMNA hardware or firmware was
tnable to keep up with the data rate on the network.

Finally, the port writes error data to the PDB when a fatal port error
eccure or after the port executes a node halt/restart (Section 5.2) from
the initialized state. (When the port receives a node halt/restart in the
initialized state, it assumes that it is being restarted from an error.) The
port writes the PDB with a fatal error block (Section 8.2.1) that describes
the fatal port error.

. Figure 2-3 shows the layout of the PDB.
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Figure 2-3 Port Data Block Layout
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2.2.2 Rings and Buffers

The command and receive rings each consist of 1024 contiguous bytes
aligned to a 512-byte boundary. Each ring contains entries that point to a
buffer or (for buffer-chained transmits) to a series of buffers (Figure 2-4).

Command ring buffers contain port commands or transmit packets.
Receive ring buffers contain receive packets. The ring entries also contain
error status on the command, transmit, or receive, as well as a user index
that identifies the user on whose behalf the command or receive (but not
transmit) is being performed.

Figure 2-4 Rings and Butfers
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222.9 Command Ring

The port driver uses the commeand ring to transfer tranemit packets and
commands to the port as follows:

1 When the port driver has @ command or transmit packet to send to the
port, it obtains 2 command ring entry, builds the command or transmit
packet in the buffer addressed by the ring entry, writes appropriate
information to the ring entry, and then transfers ownership of the ring
entry to the port.

2 The port copies the ring entry and buffer contents into its internal
memory, exscutes the command or transmit, writes error status back
to the command ring entry, transfers ownership of the ring entry back
to the port driver, and interrupts the port driver if port interrupts are
enabled.

3 The port driver returns status or esror information to higher-level
software and logs eny errors as appropriate.

A command ring entry can point to multiple transmit buffers. Thie
prectice, which is called buffer chaining, reduces host overhead for
transmits but increases port overhead for transmits. Buffer chaining can
be used only for transmite—not for port commands. Each port command
must reside in a single buffer.

Figure 2-6 chows the layout of a command ring entry.

Figure 2-5 Command Ring Entry Layowt
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2222

Receive Ring

The port uses the receive ring to transfer receive packets to the port driver
as follows:

1 When the port has a receive packet to send, it obtains a receive ring
entry and copies the packet from internal memory to the host receive
buffer addressed by the ring entry. The port aleo writes error status,
the user index, and the packet length to the ring entry.

2 The port transfers ownership of the receive ring entry to the port
driver and interrupts the port driver if port interrupts are enabled.

3 The port driver accesses the entry and the receive buffer and then
transfers the receive packet, incdluding error information provided by
the port, to the appropriate higher-level user.

4 The port driver creates another receive buffer for the receive ring or,

after the user has processed the receive packet, returns the original
receive buffer to the receive ring.

When dual-segment 40-bit physical addressing is enabled, & receive ring
entry can point to two receive buffer segments. This allows a receive
packet to be buffered across a page boundary. The second buffer segment
must be on a 512-byte page boundary.

Figure 2-8 shows the layout of @ receive ring entry.

Figure 2-€ Recelve Ring Entry Layout
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Ring Procoessing

The port and port driver process the entries in each ring in sequential
order, etarting with the first entry. A ring entry can be processed only
when owned by the party (port or port driver) doing the processing. The
port, for example, cen process only the entries that it owns. The same
holds true for the port driver.

When the last entry in a ring is reached, processing starts again with the
first entry (Figure 2-7). Both the port and port driver stop processing a
ring on enccuntering an entry that is owned by the other party.
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The port and port driver pass command ring entries to each other as
follows:

1 After the port driver has assembled the appropriate command or
transmit buffer(s) and written the necessary information to a command
ring entry, it transfers cwnership of the entry to the port.

2 Afte~ completing the command or transmit, the port writes the error
status of the command or transmit to the ring entry and returns
ownership of the entry to the port driver.

3 The port driver then checks the error status but does not transfer
ownership of the entry back to the port until there is another command
or transmit packet to send by means of the entry.

The port and port driver pass receive ring entries to each other as follows:

1 After assembling a receive buffer and writing the necessary

information to a ring entry, the port transfers ownership of the entry
to the port driver.

2 The port driver reads the ring entry, obtains the receive packet from
the receive buffer, copies the receive packet to a system buffer, writes
the address of a receive buffer to the ring entry (if a receive buffer is
available). and transfers ownership of the ring entry back to the port.

Figure 2-7 Ring Processing
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The port polls the ccmmand ring whenever the port driver writ»s the Port
Control Poll (XPCP) Register. The port driver should write the XPCP
Register once for each command or transmit packet that it places in the
command ring.
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The port polls the receive ring whenever the port has a receive packet to
deliver to the port driver but does not own any of the receive ring entries.
The port then polls the receive ring until it obtains an entry.

Ring Releass Function

NOTE:

The ring release function 2nables the port to inform the port driver
through & port interrupt that the port driver should resume processing the
rings. The port does this only when it suspects that the port driver will
not otherwise resume processing the rings.

The ring release function works as follows (Figure 2-8):

1 The port and port driver each maintain an internal ring release
counter. The port’s internal ring release counter indicates how far
the port driver should have progressed through the rings. The port
driver's internal ring release counter indicates how far the port driver
has in fact progressed through the rings. The port and port driver both
initialize their respective internal ring release counters to —1.

After processing all the entries that it owns in both the ccmmand and
receive rings, the port driver copies its internal ring release counter ¢o
Port Data Register 2 (XPD2).

3 On detecting that the XPD2 Register has been written, the port
compares the count in its internal ring release counter with the ring
release count in the XPD2 Register.

4 If these counts differ, the port knows that the port driver has missed
processing aone or more ring entries. The port then sends a port
interrupt to the port driver if port interrupts are enzbled.

5 On receiving the interrupt, the port driver resumes processing of the
rings.

R

The suggested order of ring processing for the port driver is as
foilows:

1 Procees the command ring
2 Process the receive ring
3 Write the ring release count to the XPD2 Register

Port Registers

The port regisiers are used by the port and port driver to communicate
with each other duing normal operation of the port. The pori registers
are divided into the following groups:

° Port Status Register

2-1
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Figure 2-8 Ring Release Example

Last entry procr ssed by port driver
Port driver finishes Command [1]2]3]4]5] 1 ]2]3]a]5] Receive
processing ring entries. Ring Ring
Last entry processed by port

Port driver writes a copy of its [I]
internal ring relsase counter to XPD2.*

XPD2
Port compares count in XPD2 E:
with count in port’s internal doss not equal
ring release counter.* XPD2 Port Ring Rel

Counter
INT

Port interrupts port drivef. —

Last entry processad by port driver .
Port driver resumes Command : Receive

+2st entry processed by port

* The port and driver both initialize their intemnal ring release
counters to -1. The ring release count in XPD2 is thus the total
number of ring entries processed by the port driver minus one. ‘

meb-0439-80

°  Port Control Registers
e Port Data Registers

Table 2-1 provides a brief description of each port register. For a detailed
description of t"-e port registe—s, see Section 4.3.
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fable 2-1 Port Registers—Summary

Register

Mnemonic  Description

Port Status

XPST The port writes this register to indicate a change in port state and the
reason for the change. The port also writes error information to this
register when a fatal port error aborts an attempted port initialization or
shutdown. The port driver should thus read the Port Status Register
to confirm port state transitions (after commanding the port to initialize
itself, for example) and after receiving an error indication from the port.

Port Control Registers

Port Controi Initialization XPCi The port driver writes this register to command the port to initialize the
data structures that it shares with the port driver.

Port Conirol Poll XPCP The port driver writes this register to command the port to poll the
command ring.

Port Control Shutdown XPCS The pont driver writes this register to command the port to shut down.

Port Data Registers

Port Data Register 1 XPD The port driver writes the Port Data Registers to supply the port with

Port Data Register 2 XPD2 the base address of the Port Data Block (PDB) before initializing the

port. In addition. after finishing processing all the entries that it owns
in both the command and receive rings. the port driver writes the
XPD2 Register with the ring release count to let the port know how far
the port driver has progressed through the rings (Section 2.2.4).

The port writes the Fort Data Ragisters to convey to the poit driver the
DEMNA's default MAC (Medium Access Control) address, as well as
various error information,

Port Commands

In addition to the commands that it can issue to the port by writing the
Port Control Registers, the port driver can issue various port commands
throuzh the command ring. To do this, the port driver builds a command
buffer, obtains a command ring entry, writes the ring entry with the buffer
address, and then transfers ownership of the entry tc the port. The port
copies the command into its internal memory, executes the command, and
returns appropriate data and status to the command buffer.

The port driver can issue two types of port commands through the
command ring: operation commands and maintenance commands.

The operation commands perform the following functions, which are part
of the port's normal operation:

¢ Initializing the port’s operational parameters

¢ Providing bost-specific system ID information to the port
° Reading and clearing the port's data link counters

* Defining, redefining. and undefining users to the port
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The maintenance commands perform the following maintenance functions: ‘

¢  Obtaining maintenance status information, including recent fatal and
nonfatal port errors and the current port status

¢ Loading the EEPROM image and, at various points in the load process,
verifying the image being loaded

¢ Reading and initializing the history data stored in EEPROM
o Re.ding a saved MOP boot message to the DEMNA

¢ Reading Ethernet activity data for the most active Ethernet users and
nodes

* Reading the settings of user-gettable flags and parameters in EEPROM

Table 2-2 summarizes the port commands.

Table 2-2 Summary of Port Commands ‘
Operation
Commands Description
PARAM Sets and/or reads operation parameters,
RCCNTR Reads and clears the port's data link counters.
ROCNTR Reads the port’s data link counters.
SYSID Provides the port with host-specific information for the
SYSiID message (Section 2.7.2).
UCHANGE Redefines an existing user 1o the port. .
USTART Defines a new user to the port.
UsTOP Undefines an existing user to the port.
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Table 2-2 (Cont.) Summary of Port Commands

Maintenance
Commands

Description

MAINT

EESINITHISTORY
EESREADEEPROM

EESREADHISTORY

EESREADIMAGE
EESREACPARAM

EESWRITEEEPROM
EESWRITEIMAGE
EESWRITEPARAM
READ$BOOT

READSERROR
READSMONITOR

READ$SNAPSHOT
READS$STATUS

Specifies a particular maintenance command. The specific
maintenance commands are listed below.

Initializes the history daia in DEMNA EEPROM.

Reads the firmware image from DEMNA EEPROM for
varification.

Reads the history data from DEMNA EEPROM. The
history data consists of up to 31 history entriss (each of
which provides information on a particular error) followed

by a history entry header that provides module-specific
information.

Copies the fkmware image in DEMNA memory to host
memory for verification before the image is written o
DEMNA EEPROM.

Reads the user-settable fiags and parameters, as well
as the firmware revision number and revision date, from
DEMNA EEPROM.

Writes the firmware image in DEMNA memory to DEMNA
EEPROM.

Copies a firmware image from host memory to DEMNA
memory.

Sets the user-settable flags and parameters in DEMNA
EEPROM.

Reads a saved MOP Boot messaye from DEMMA
memory.

Raads the port's recent error history, which consists of
up to five fatal error blocks and up to five nonfatal error
blocks.

Reads network traffic data maintained by the DEMNA
Ethernat monitor for the most active Ethemet nodes and
users.

Reads a snapshot of current DEMNA status.

Reads the ccmplete set of internal counters, including
Maintenance Operation Protocol (MOP) counters,
maintained by DEMNA firmware.

Interrupts

The port can generate both port interrupts and error interrupte to the port
driver. These interrupts are enabled when the port driver supplies the
necessary interrupt information in the Port Data Block.
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Port interrupts

When port interrupts are enabled, the port interrupts the port driver when
any of the following occurs:

© The port transitions from the uninitialized state to the initialized state
or vice versa.

© The port detects that the Port Data 2 (XPD2) Register has been
written and determines that the port’s internal ring release count does
not match the ring release count written by the port driver to the
XPD2 Register (Section 2.2.4).

Error interrupts

If error interrupts are enabled, the port generates an error interrupt to .
the port driver whenever the port detects that the Error Summary bit in

the Bus Error Register (XBER) has been written, indicating that an XMI
transaction experienced a hard (iransaction-aborting) error. The port does

not generate error interrupts for soft (nonaborting) errors.

Port States

There are three possible port states:

¢ Resetting .

¢  Uninitialized
¢ Initialized

Resetting

In the resetting state, the port is either powering up (Section 5.1),

performing a node reset (Section 5.1), cr performing a node/halt restart
(Section 5.2).

Uninitialized

In the uninitialized state, the port is waiting for the port driver to write
the XPCI register to command the port to initialize itself. The port cannot
process user requests, transmit user packets, or receive user packets
when in this state, nor can it communicate with the port driver. The only
functions that the port can perform when in the uninitialized state are
certain network maintenance functions (Section 2.7.5).

initialized State
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In the initialized state, the port's entire functionality is available to the
port driver. In addition, the port respends to certain network maintenance
messages that it receives on the Ethernet. The initialized state is thus the
normal operating state for the port.
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Figure 2-9 illustrates all the possible port state transitions and indicates
the events that cause these transitions. Certain events affect only certain

states. Unless otherwise indicated in Figure 2-9, the port ignores a

state-iransitioning event when in a particular state.

Figure 2-9 Port State Transitions
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Power-up
Node Reset
. > ) <6— Node Resut
Reset Reseiting Node Halt
Complete Power Failure
(run self-test) Exception
e
T Node Reset
Restart Node Halt
Complets Resettin Power Failure
¢ 9 Exception
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Uninitialized Initialized
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Shutdown Command
Fatal Error
Power Failure
Power Feilure
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2.7 Network Maintenance Operations Supported by the Port
The port supports the following network maintenance operations:
¢ Processing a loopback message
s Processing remote console messages
¢ Participating in boot operations that involve the network
°  Processing 802 Test/XID commands
These functions are fully defined in the Digital Network Architecture

Maintenance Operations Functional Specification. The 802 Test/XID
functions are also defined in the IEEE 802.2 specification.

The descriptions that follow are summary in nature. Refer to above-
mentioned specifications for more detailed information. .

2.7.1 Processing Loopback Messages

Network management and diagnostic programs can use a loopback test to
verify the ability of a node to communicate with another node.

To comply with loopback requirements, the DEMNA port implements a
loop server that responds to a loop requester on another node. In response
to a valid Loop Data message sent to any physical address enabled for the
port or to the loopback assistant multicast address, the port transmits a .
Looped Data message to the sending node or to another node specified in

the message.

2.7.2 Remote Console Messages

The DEMNA port implements a console gerver that enables it to respond
to console messages transmitted by other nodes. The port responds to the
following remote console messages as indicated:

* Request ID. In response to a valid Request ID message, the port .
transmits a System ID message to the requesting arode. The System
1D message contains DEMNA-specific data automatically supplied by
the port, as well as any host-specific data previously supplied by the
port driver in the SYSID command.

o Request Counters. In response to a valid Request Counters message,
the port transmits a Counters message that containe a copy of the
port’s data link counters.

° Boot. When netwurk booting is enabled for the port, the port responds
to a valid Boot message by asserting XMI RESET L, thus causing an
XMI bus reset. This reset may cause the host to reboot the system
(Appendix C).

¢ Reserve Console. In response to a valid Reserve Console message.
the port reserves the DEMMA console monitor for the remote node

indicated in the message. .
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¢ Release Console. In response to a valid Release Console message, the
port releases the DEMNA console monitor so that it is once again
available to any requesting node.

¢ Console Command and Poll. The Cansole Command and Pole wessage

contains input data from a remote node on behalf of the DEMNA
console monitor.

¢ Console Response and Acknowledge. In response to a valid Console
Command and Pole message, the port transmits output data to a
remote node in a Console Response and Acknowledge message on
behalf of the DEMNA console monitor.

I addition to transmitting a System ID message in response to a valid
Request ID message, the port automatically transmits two System ID
messages every 8 to 12 minutes. One message has an Ethernet format
and the other has an 8023 format.

Boot Operations over the Network

The DEMNA plays a role in booting whenever (a) the specified device
from which to boot is the DEMNA or (b) a command to boot arrives from
the network. See Appendix C for a detailed description of the DEMNA's
participation in booting over the network.

802 Test/XID Commands

In compliance with the IEEE 802.2 specification, the port responds to valid
Test command messages and XID command messages directed toward
Class-1 802 users defined to the port. (A Class-2 user performs Test/XID
processing itself; the port simply receives and transmits packets on behalf
of the user without doing any of the Test/XID processing.)

The Test command and response is a loopback test for 802 users. In
response to a valid Test command message, the port changes one bit in the
message to indicate that the message is a response and then retransmits
the message.

The Exchange 1dentification (XID) command and response can be used
to determine the network configuration and which network users have
sufficient functionality to communicate. In response to a valid XID
command Protocol Data Unit (PDU), the port transmits an XID response
PDU that identifies the DEMNA node.

Port Response to Maintenance Commands versus Port State

Table 2-3 indicates the port’s response to various network maintenance
commands for each port state. The port states are listed in the leftmost
column. The next four columns indicate various network maintenance
commands. Each table entry includes the destination address{es) to
which the port responds for the particular maintenance command(s). The
address types are described in the table key. If the port does not respond

2-19



2.8

2.9

DEMNA Port Overview

to a particuler type of maintenance command in a certain state, the table l
entry is No Response.

Table 2-3 Port Response t0 Maintenance Commands versus Port State

Periodic Other MOP

State System 1D Loopback Commends 802 Test/XID

Resetting No Response No Response  No Response  No Response

Uninitialized RCSMA EP. LAMA EP No Response

initialized RCSMA EP. LAMA EP For Clags-1
users: port
responds. For
Cless-2 users:
port deliver

packet to user .

EP—all anabled physical addresses (ons or more actual physical addresses
assigned by the host through PARAM and USTART commanda, or, if the host
has not assigned an address. the DEMNA default physical address (DPA))
DPA—default physical address from the DEMNA's MAC address PROM
LAMA—Iocopback assistant multicast address

RCSMA—remote console server multicast address

Packet Filtering and Validation Performed by the Port ‘

The port performs a series of filtering operations on each packet received
over the network to determine whether the packet should be delivered to
any user defined to the port. The port also performs a series of validation
checks on each packet to determine whether the packet has a valid format.

Packet Filtering
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The port filters a receive packet for each of the following parameters .
(Figure 2-10):

¢ Destination address: The destination address can be either a broadcast
address, a multicast address, or a phyvical address.

— If the packet’s destingtion address is the broadcast address, the
port designates the packet for delivery to all users for whom the
broadcast eddress is enabled.

— If the packet's destination address is a8 multicast address, the
port designates the packet for delivery to all users for whom that
particular multicast address is enabled.

— If the packet’s destination address is an enabled physical address,
the packet is sent to s}l users who meet the other necessary
criteria for reception of the packet.
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. Figure 2-10 Packet Flitering Performed by the Port
Reocsived Packet
DESTINATION 88
BROADCAST ADDRESS
MULTICAST ADORESS
,  PHYSICALADDRESS | \
: v : |
, PROMISCUOUS MODE | ;
] ]
: \\"N
. : | 802 BNAP 8AP | 802 NON-SNAP SAP
: A S
Protocol Type | , Protocol identifier | DSAP
‘o R
MOP, Loopback, . MOP,Loopback ,  TesuXiD
: : .
. ¢ Promiscuous mode: The port determines whether any users are

operating in promiscuous mode.! If so, the port designates the packet
for delivery to all users for whom promiscuous mode is enabled.

¢  Uger designator: For Ethernet pack..~ the user designator is the

protocol type. For 802 SNAP SAP packets, the user designator is
the protocol identifier (PI). For 802 non-SNAP SAP packets, the user
designater is the DSAP. If the user designator is recognized by the
port, the port designates the packet for delivery to all users that accept

‘ that user designator. If the user designator is not recogniged by the
port, the port assigns the packet ‘o the unknown user (Section 2.10),
provided that an urknown user ie enabled. If the port cennot assign
the packet to @ user, it discards the packst, unless promiscuous mode
is enabled for one or more users, in which cage the port designates the
packet for delivery to each promiscuous ucer.

¢ MOP, loopback, or 802 Test/XID: If the packet is 8 MOP command
supported by the port, a loopback message, or an 802 Test/XID
measage; the port normally does r.ut deliver the packet to a user
(ezocspt a promiscuous user) but itself performs all MOP, loopback,
and 802 Test/XID functions. However, if an 802 Test/XID packet is
addressed to a user who has requested Class-2 service, the port sends

! When i premisroses mode, 8 uwier recsives all erver-free pecieta received by the DEMNA. Pacliots that have inconsiotont
length evvore are regarded as orror-free for pramiseuous wiurs. However, o packet largor then the mazimum packet
leagth of 1618 buwies is comaldered to be en arror pachet end is therefore not deliversd o o promiscucso vesr unlom that
ugor i designatsd to recsive bad packots (the Bed bit is cet in the USTART command that dafinss the wser to the port).
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the packet to that user, who then performs the necessary Test/XID .
operations.

2.10 The Unknown User

The unknown user is a special class of user enabled by setting the UNK
bit in the USTART command that defines the user to the port. In effect,
the unknown user is a catchall user that accepts all valid receive packets
not claimed by any of the other defined users. The unknown user can thus
be used to sccommodate more users than the port's maximum of 64. All
users beyond the 63rd user can be assigned to the unknown user. When
the port receives a packet for a user it does not recognize, it assigns the
packet to the unknown user.

The port driver or higher-level software is responzible for demultiplexing
unknown user packets to the appropriate user. In addition, the port driver
or higher-level software must perform promiscuous-mode filtering on
unknown user packets if promiscuous mode is enabled for the unknown
user. Finalily, the port driver or higher-level software must perform
Test/XID processing on unknown user packets.

NOTE: In general, it ie not useful to have more than one unknown user.

2.11 Packet Validation
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The port performs the following validation checks on each receive packet: .

¢ Cyclic redundancy check (CRC): If the CRC value supplied in the
packet does not match the CRC calculated by the port, the port
increments the Receive Failures—CRC Error Counter.

¢ Frame too long: If the packet is longer than the maximum allowable
receive packet length, the port increments the Receive Failures—
Frame Too Long Counter.

¢ Frame length inconsistent: The port compares the actual packet .
length (header bytes + user data bytes + padding bytes) with the
length indicated by the packet

¢ Maximum receive data size: Before sending a packet to a user, the
port determines whether the user data to be sent is less than or
equal to the maximum receive user data size specified in the USTART
command for the user. If this is the case, the port delivers the packet.
If this is not the case, the port discards the packet.

Normally, the port discards any packets that do not pass the above
validztion checks. However, the first three validation checks can be
overridden as follows:

° If the Bad flag was set in the USTART command that defined the user
to the port, the port delivers to that user packets with CRC errors,
frames that are too long. and/or inconsistent frame lengths.
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If the Frame Length Error Accept flag was set in a previous PARAM
command, the port delivers packets with inconsistent frame lengths
to users for whom the LEN bit was set in the USTART command that
defined the urer to the port. When the port delivers a packet with
an inconsistent frame length to a user that is not an unknown or
promiscuous user, it writes the Frame Length Inconsistent error code
to the receive ring entry for the packet. When the port delivers such
a packet to an unknown or promiscuous user, it does not write error
status to the receive ring entry for the packet.

There is no override for the maximum recezive data size error. However,
this validation check can be effectively disabled for a particular user by
supplying the largest allowable user data length for the maximum receive
data size in the USTART command for the user. Any packet of legal length

will then be delivered to the user, provided that all other conditions are
met.

2.12 Port-Maintained Status

The port maintains operational and error status in various registers,
internal data structures, and the Port Data Block (PDB).

2.12.1 Status in Registers

The port maintains the indicated status in the following registers:

XBER: error status on XMI and loopback traasactions
XPUD: the results of the DEMNA's self-test

XPST: port state changes and the reasons for the indicated state
transitions

XPD1 and XPD2:

— Default (MAC) Ethernet address: The port writes XPD1 and
XPD2 with the defauit Ethernet address from the DEMNA's MAC
Address PROM.

— Address of invalid PDB field: If the port detects an invalid PDB
field during port initialization, the port writes the host address of
this field (PDB base address + offset to beginning of invalid field)
to XPD1.

— Firmware PC: If the port experiences an exception or other internal
error that is fatal, it writes the program counter (PC) value to
XPD1.

— Current ring offset: If the port detects an invalid command ring
entry or an invalid receive ring entry, it writes the offset of the
invalid entiy to XPD1,

— NI Address: ti:e 22fault Ethernet address from the DEMNA's MAC
Address PROM
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2.12.2 Status in Internal Data Structures
The port maintains the following internal status:

e PData link counters, which can be read with the RCCNTR/RDCNTR
commands, the READ$STATUS command, or the READ$SNAPSHOT
command. The data link counters can also be examined vsing the
DEMNA conscle monitor program.

e A fatal error block that describes the last five fatal port errors and
a nonfatal error block that describes the last five nonfatal port
errors. These error blocks can be read with the READ$ERROR or
READ$SNAPSHOT command or from the DEMNA console monitor
program.

e Resource utilization information on the DEMNA and the network that

can be read with the READ$STATUS or READ$SNAPSHOT command
or from the DEMNA console monitor program .

2.12.3 Status in the Port Data Biock

The port writes a fatal error block to the Port Error Log Area of the Port

Data Block (PDB) immediately after a fatal port error occurs or the port
receives a node halt/restart when in the initialized state. (When the port
receives a node halt/restart in the initialized state, it assumes that it is

being restarted from an error.) ‘

The PDB also contains the Potential SBUA Counter, Actual SBUA
Counter, and DOR Counter, all of which record errors related to processing
receive packets. (See Section 2.2.1 for a description of these counters.)

2.13 Port Driver-Maintained Status

The port driver should maintain the User Buffer Unavailable (UBUA)
Counter in the Port Data Block. This is the only counter not maintained
by the port. The UBUA Counter is a 16-bit or 64-bit counter that records
how many receive packets the port driver had to discard because a user
buffer was unavailable.

The UBUA Counter address and length are specified to the port in the Port
Data Block. When the port receives a MOP Request Counters message
over the network or a RCCNTR/RDCNTR command from the port driver,
it reads the UBUA Counter and supplies the information to the requester.
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3 Data Flow Description

This chapter describes the data flow through the DEMNA, as well as
the data flow between the DEMNA and the host, for both ‘ransmits and
receives. Th- chapter includes the following sections:

¢ Transmii Data Flow

¢ Receive Data Flow

3.1 Transmit Data Flow
. A transmit operation has the following data flow:

1 The port driver receives a user request to transmit a packet. The
packet consists of one or more buffer segments. Depending on the
driver design and the mapping of the buffers, the port driver may copy
the buffer segment(s) to system buffers.

2 The port driver writes the address of each transmit buffer segment to
the next available entry in the host command ring and relinquishes
ownership of the entry.

’ 3 The port driver writes the DEMNA Port Control Poll (XPCP) Register
to inform the port that a transmit is outstanding.

4 The port periodically polls the Gate Array Control/Status (GACSR)
Register to determine whether the XPCP Register has been written.

5 On discovering that the port driver has written the XPCP Register,
the port performs a peek read operation through the DEMNA gate
array to read the Ownership bit of the next command ring entry. This
read also obtains the type of operation to be performed (in this case, a

' transmit operation), address translation information, and the number
of transmit buffer segments involved.

6 If the port owns the entry, it performs a peek read operation to cbtain
the address of the host transmit buffer that contains transmit dsta.

7 If virtual addressing is enabled, the port translates the address of the
first host transmit buffer into a ph+ sical address.

8 The port uses a datamove operat.on (issued through the gate array)
to read the data in the host transmit buffer into a transmit buffer in
DEMNA shared memory.

9 The port uses peek and datamove reads in the above fashion to locate
any subsequent transmit buffers specified by the ring entry and to
copy the buffer contents into DEMNA shared memory.

10 Th:: port writes the address of the transmit buffer in shared memory
to a LANCE transmit descriptor, which ir also in DEMNA shared
. memory. The write operation also transfers ownership of the LANCE
transmit descriptor to the LANCE chip.
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The LANCE chip reads the transmit data into an internal FIFO. .
The LANCE builds an Ethernet packet by prefacing the data with
preamble and eynchronization information, calculating @ CRC

shecksum, and appending the checksum to the end of the data. This

packat building occurs while data is passing through the LANCE.

Parallel data input to the LANCE ig pipelined with gerial data output

to the SIA chip. The SIA converts the TTL inputs (NRZ DATA ~nd

READ CLOCK) into differential Manchester signals for transmission

over Ethernet.

When the LANCE chip has completed the tranemit, it writes
completion status to the transmit descriptor. The write operation

also transfers ownership of the LANCE transmit descriptor back to the
port.

The port reads the completion status from the transmit descriptor and,
using a peek operation, writes completion status to the command ring
entry in host memory and returns ownership of the entry to the port
driver. The port also updates ite data link counters and error counters.

If the port driver has written the Port Data 2 (XPD2) Register to
update the ring release counter, the port interrupts the port driver to
let the port driver know that the trensmit has completed.

The port driver reads the completion stecus of the transmit from
the ring entry and reports the completion of the transmii to the
appropriate host user. .

3.2 Receive Data Flow

A receive operation has the following data flow:

1

3-2

When e carrier is present on the Ethernet cable, the SIA chip locks

onto the differential Receive signals from the Ethernet wire with

a phase-lock loop. The SIA converts these differential Manchester

signals inte TTL NRZ (non-return-to-zero) Data and a TTL Read Clock

for input to the LANCE. .

The LANCE inputs NRZ Dats and the Read Clock from the SIA chip.
While loading the NRZ data into an internal FIFO (first-in, first-out)
memory, the LANCE requests a DMA transfer to DEMNA shared
me=sy. On obtaining the DMA grant, the LANCE writes the FIFO
cuntents into one or more receive buffers in shered memory and then
inputs more data from the SiA chip. Thie pipelined input and output
continues until the entire packet has been transferred.

After writing each receive buffer, the LANCE transfers to the port
ownership of the receive descriptor that pointe to the buffer. (The
receive descriptors are also in DENNA ghered memory.) In addition,
the LANCE writes completion status for the entire packet to the
receive descriptor for the last buffer used in the recsive operation.

The port copies the first 24 bytes of the packet into CVAX RAM. This
is all the port needs to filter and validate the packet.




10

Data Flow Description

The port filters the packet for destination address, user designator
(Ethernet protocol type, 802 SAP, or 802 SNAP SAP), and MOP,
Loopback, or Test/XID processing. The port also performs validation
checks on the packet. (See Section 2.8 for a description of port filtering
and validation.) The result of filtering and validation is a2 64-bit mask
that indicates which of the possible 64 port users sre to receive a copy
of the packet.

If one or more port users are to receive the packet, the port uses a
peek operation to read the next entry in the host receive ring. If the
port owns the entry, it uses another peek operation to read the address
of a host receive buffer from the entry. If virtual addressing is being
used, the port translates the virtual buffer address into a phywisal
buffer address. Actualiy, the port normally prefetches this information
and performs the address translation before it has to transfer a receive
packet to the host. This reduces the time needed to transfer the
receive packet to the host.

Using datamove operations, the port copies 192-byte sections of data at
a time to the receive buffer in host memory while doing any additional
address translation as needed.

When the transfer of the packet is complete, the port writes completion
status to the receive ring entry and returns ownership of the entry to
the port driver. However, if the port discovers at the end the data
transfer that the packet has en error (for example, a CRC error or the
packet is longer than 1518 L.yte=;, the port does not transfer ownership
of the entry to the port driver if thn user does not want to receive bad
packets. The corrupted packet, in this case, is written over during the
next receive operation and is thereby discarded.

If more than one user is to receive a copy of the receive packet, the
port repeats steps 6-8 for each user that receives the packet.

The port driver delivers each copy of the receive packet to the
appropriate user. Depending on the driver design and the mapping

of the buffer, the port driver may copy the receive packet to a system
buffer.
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Registers

This chapter describes the DEMNA registers that aze visible over the XMI
bus. The chapter contains the following sections:

© Introducticn

¢ XMI Registers

© Port Registers

o Power-Up Diagnostic Register

introduction

The DEMNA's visible registers are grouped as follows:
® XMI registers, which are a standard part of the XMI bus interface
¢ Port registers, which are used for port/port driver communication

e Power-Up Diagnostic Register (XPUD), which indicates the results of
the DEMNA self-test

All of these registers are located in the DEMNA gate array, which
implements the DEMNA's primary interface to the XMI bus.

In addition to having addresses in the XMI address space, all but three of
the above registers have addresses in the DEMNA node private space. The
DEMNA port can thus access appropriate XMI-visible registers without
having to generate transactions on the XMI bus.

Figure 4~1 is an address map of the registers.

a1



Registers

Figure 4-1 XMl-Visible Register Locations

XMl Node-Private
Address XMI Registers o Address
bb + 00 Device Register (XDEV) 2015 0000
bb + 04 Bus Error Register (XBER) 2015 0004
bb + 08 Failing Address Register (XFADR) 2015 0008
bb + 10 Communications Register (XCOMM) 2015 0010
bb + 2C Failing Address Extension Register (XFAER) 2015 002C
» Port Registers o
bb + 100 Port Data Register 1 (XPD1) 20150100
bb + 104 Port Data Register 2 (XPD2) 20150104
bb + 108 Port Status Register (XPST) 20150108
bb + 110 Port Control Initialization Register (XPCH) Not Accessible
bb + 114 Port Control Poll Register (XPCP) Not Accessible
bb + 118 Port Control Shutdown Register (XPCS) Not Accessible ‘
" Diagnostic Register 0
bb + 10C Power-Up Diagnostic Register (XPUD) 2015010C
bb = Nodespace base address meb-0455-90
XMi Registers

Table 4-1 summarizes the registers. Table 4~2 explains the codes that
describe the bit types in the registers.

Table 4-1 Summary of XMl Registers

X8
Neme Mnemonic Address Type' Description
Device XDEV bb+0 RO indicates the XMi node's device type,
functional hardware revision level, end
firmware revision level.
Bus Ermvor XBER bb + 4 RW  Records XMl bus errors.

'With respect to the port driver
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Table é-1 (Cont.) Summary of XMl Registers

Registers

XRA1
Name Mnemunic  Address Type' Description
Power-Up Diagnostic XPUD bb +10C RO Indicates whether self-test has completed
and which tests in the self-test passed.
Faifing Address XFADR bb +86 RO Prowide intormation on failing XMI
Falling Address Extension XFAER bb + 2C transactions initiated by the DEMNA.,
Communications XCOMM bb + 10 RW  Serves as the hardware interface between

the host and the DEMNA ROM-based
diagnostics.

'With respect ‘o the port driver

Table 4-2 Abbreviations for Bit Types

Abbreviation Definition

0 Initialized to logic level zero
1 Initialized to logic level one
X Initialized to either logic state
RO Read only

RW Read/write

R/WIC Read/cleared by writing a 1

U Undefined




Registers
Device Register (XDEV)

Device Register (XDEV)

The Device Register identifies the DEMNA device type, hardware revision,
and EEPROM firmware revision. The device type for the DEMNA is 0C03
(hexadecimal).

The port loads the Device Register on power-up or reset. The port driver
reads the Device Register to determine the module device type before
attempting to initialize the port.

ADDRESS Nodespace base address + 0
n 18 15 [ .
Device Revision Device Type
mst-0343-89

bits<31:16>

Name: Device Revision

Mnemonic: DREV .

Type: RO, 0

Indicates the device revision of the DEMNA. The high-order byte

of the field is the hardware revision number, which indicates the
functional revision of the hardware. This is identical to the hardware
functional revision indicated on the module label. The low-order
byte of the field is the revision number of the loaded firmware. If
the EEPROM firmware is loaded (which is normally the case), the
firmware revision field indicates the EEPROM firmware revision.
However, if the EPROM firmware is loaded (which occurs if the
EEPROM fails selftest), the firmware revision field indicates the
EPROM firmware revision.

The hardware revision field is decoded as follows for the first 10
hardware revisions of the DEMNA. Note that letters G and I, as weil
as their corresponding codes, are skipped.

Code (hex) Hardware Revision Level
01
02
03
o4
05
06

TMmMOO® P




bits<15:0>

Registers
Device Register (XDEV)

Code (hex) Hardware Revision Leve!
08 H
0A J
08 K
oC L

The firmware revision field is decoded as follows for the first 10
EEPROM firmware revisions for a given hardware revision level.

Code (hex) EEPROM Firmwars Revision Level
01 o1
02 02
03 03
04 04
05 05
06 06
07 07
o8 o8
09 09
0A 10

Note that the firmware revision levels of both the EEPROM and the
EPROM are zeroed when the hardware revision level changes.

Table 4-3 shows how the Device Revision field is encoded for the
first three firmware revisions of hardware revision F and for the first
firmware revision of hardware revision H.

Table 4-3 Example of Device Revision Field

Hex Value Hardware Revision Firmware Revision
0600 F 0
0801 F 1
0802 F n
0803 F 3
0800 H 0
Name: Device Type
Mnemonic: XDEV
Type: RO, 0

A value of 0C03 (hex) indicates that the adapter is a DEMNA module.
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Registers
Bus Error Register (XBER)

Bus Error Register (XBER)

The Bus Eror Register contains error status on a failed XMI transaction.
This status includes the failed command, commander ID, and an emor bit
that indicates the type ot error that occurred. This status remains locked until
software resets the error bit(s).

ADDRESS Nodespace base address + 0000 0004

N B2HNBHDRNNWIB171815164131211 1090 432190

0 0

. l_'_lt Enable MORE Protoco!
Disable XMI Timsout

'. __ _ Eneble Hexword Writes

Failing Commandesr 1D

Self-Test Fxil

Extended Test Fall

Node-Specific Error
Summary

Commander Errcrs

Transaction Timeout
Command NO ACK
Read Error Response
Read Sequence Error
No Read Response
Corrected Read Data
Write Data NO ACK

Responder Errors
Reed/IDENT Data NO ACK
Write Sequence Ermror
Parity Error

inconsistent Parity Error

ifiecotisnecus

Write Error Interrupt
XM Fault

Corrected Confamation
Xl Bad

Node Halt

Node Resst

Error Summary




bit<31>

bit<30>

bit<29>

bit<28>

Registers
Bus Error Register (XBER)

Name: Error Summary
Mnemonic: ES
Type: RO. ©

ES represente the logical OR of the error bits in this register.
Therefore, ES asserts when any error bit asserts.

Name: Node Reset
Mnemonic: NRST
Type: RW, 0

The host writes a one to NRST to cause the DEMNA to execute a
complete power-up reset. This sequence is similar to the response
caused by a real power-up sequence, which is triggered by the
assertion and deassertion of XMI DC LO L. The DEMNA asserts
XMI BAD L until the self-test completes successfully. Nodes should
not access the DEMNA from the time it is reset until it completes
self-test (or the maximum self-test time is exceeded).

While the DEMNA is responding to node reset, it does not access
other nodes on the XMI bus. In response to a real power-up sequence
(caused by XMI DC LO L), the NRST bit will be cleared. However,
when set by the host to cause a node reset, the bit remains set, thus
indicating to the DEMNA CVAX that the host issued a node reset. The
DEMNA self-test clears ihis bit once the node reset has completed.

Name: Node Halt
Mnemonic: NHALY
Type: F#,0

The host sets NHALT to force the DEMNA to execute its halt
sequence. The halt causes the DEMMA (o go into a quiet state and
retain as much state informs'ion as possible. Firmware execution
jumps to the initialization code in EPROM (Boot ROM), shuts down
the port, and loops on the NHALT bit. When the host clears NHALT,
the DEMNA executes its resiart sequence, which is identice! to the
power-up/reset sequence, except that the DEMNA does not execute its
self-test, clear its internal data link or error counters, or clear its fatal
and nonfatal error blocks.

Name: XMl BAD
Mnemonic: XBAD
Typs: Ro. 0

The DEMNA does not use this bit.
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Registers
Bus Error Register (XBER)

bit<27>

Name: Corrected Confirmation

Mnemonic: CC

Type: AWIC. 0

This bit sets when the DEMNA detects a single-bit CNF error Single-

bit CNF errors are automatically corrected by the XCLOCK chip in the
XMI Comer.

bit<26>
Neme: XMl FAULT

Mnemonic: XFAULT
Type: RO. 0

The DEMNA does not use this bit.

bit<25>
Name: Write Error Interrupt

Mnemonic: WE!
Type: RO, 0

The DEMNA does not use this bit.

bit<24>
Name: Incorsistent Parity Error

Mnemonic: IPE
Type: RO. 0

The DEMNA does not use this bit.

bit<23> .
Name: Parity Error
Mnemonic: PE

Type: RW1IC, 0

When set, indicates that the DEMNA has detected a parity error on an
XMI cycle.

bit<22>
Name: Write Sequence Error
Mnemonic: WSE

Type: RAW1C, 0

When set, indicates that an XMI node attempting a write to the

DEMNA aborted the write transaction due to misging data cycles.

Only XMI responder nodes are required to implement this bit. If not
implemented, nodes return zero. '



bit<21>

bit<20>

bit<19>

bit<18>

bit<17>

bit<i16>

Registers
8us Error Register (XBER)

Name: Read/IDENT Data NO ACK
Mnemonic: RIDNAK
Type: RW1C, 0

When set, indicates that a Read or IDENT data cycle (GRDn)
transmitted by the DEMNA has received a NO ACK confirmation.

Name: Write Data NO ACK
Mnemonic: WDNAK
Type: RWiC, 0

When s=t, indicates that a Write data cycle (WDAT) transmitted by the
DEMNA has received a NO ACK confirmation.

Name: Corrected Read Data
Mnemonic: CRD
Type: RW1C, 0

When set, indicates that the node has received a CRDn read response.

Name: No Read Response
Mnemonic: NRR
Type: RwWiC, 0

When set, indicates that a transaction initiated by the DEMNA failed
due to a read response timeout.

Name: Read Sequence Error
Mnemonic: RSE
Type: RW1C, 0

When set, indicates that a transaction initiated by the DEMNA failed
due to a read sequence error.

Name: Read Error Response
Mnemonic: RER
Type: RWIC, 0

When set, RER indicates that a node has received a Read Error
Response.
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Registers

Bus Error Register (XBER)

bit<15>

bit<i1d4>

bit<13>

bit«12>

bit<ii>

4-10

Name: Command NO ACK
Mnemonic: CNAK
Type: RWIC. 0

When set, indicates that a command cycle transmitted by the DEMNA
has received a NO ACK confirmation caused either by a reference to a
nonexistent memory location or by @ command cycle parity error.

Name: Reserved
Mnemonic: None

Type: RO.0
Reserved; must be zero. .

Name: Transaction Timeout
Mnemonic: TTO
Type: RWIC, 0

When get, indicates that a transaction initiated by the DEMNA failed
due to & transaction timeout. .

Name: Node-Specific Error Summary
Mnemonic: NSES
Type. RO, 0

When set. NSES indicates that a2 node-specific error condition has been
detected. The DEMNA does not use this bit.

Neame: Extended Test vall
Mnemonic: ETF
Type: RW, 0

This bit is not used by the DEMNA.




bit<10>

Lits<9:4>

bit<3>

bit<2>

bite1>

Registers
Bus Error Register (XBER)

Name: Self-Test Faii
Mnemonic: STF
Type: RWIC, 1

When the STF bit is set, indicating that the DEMNA has not passed
self-test, the DEMNA hardware asserts XMI BAD L on the XMI1 bus.
When the STF bit ie cleared, indicating that the DEMNA has passed
self-test, the DEMNA deasserts XMI BAD L.

Name: Failing Commander ID
Mnemonic: FCID
Type: RO

Bits <9:6> log the commander ID of a failing transaction during a
command cycle. The failing commander ID is recorded for command
errors detected by XBER bits <2G> and <18:13>. Bits <5:4> indicate
the type of operation that failed: 00 = a failed peek or interrupt
operation; 01 = a failed datamove operation.

Name: Enable Hexword Write
Mnemonic: EHWW
Type: RO, 0

The DEMNA does not u-e this bit.

Name: Disable XMI Timeout
Mnemonic: DXTO
Type: RW, 0

This bit enables or disables the reporting of all XMI timeouts by a
commande~. When this bit is set, the node will never encounter a No
Read Response (NRR) error or a transaction timeout (TTO) if retries
are disabled.

Name: Enable MORE Protocol
Mnemonic: EMP
Type: RW, 0

When :leared, prevents the gate array from asserting the More signal
on the XMI bus. When set, enables the DEMNA gate array to assert
the More signal.
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Registers
Bus Error Register (XBER)

bit<0>
Name: Resarved
Mnemonic: None
Type: RO, 0

Reserved; must be zero.
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Registers
Failing Address Register (XFADR)

Failing Address Register (XFADR)

The Failing Address Register logs address and data length information
associated with a failing XMI transaction. The register is locked when 2ny of

the following bits in the Bus Ervor Register (XBER) sets (these are commander
efrrors):

«  Write Data NO ACK (WDNAK), XBER<20>
» No Read Response (NRR), XBER<18>
* Read Sequence Error (RSE), XBER<17>
* Read Error Response (RER), XBER<16>
« Command NO ACK (CNAK), XBER<15>
‘. «  Transaction Timeout (TTO), XBER<13>
The XFADR is unlocked (free to latch new information) when the XBER bits

that lock ¥ 2 register are cleared. if none of the above listed errors has
occurred, the XFADR contains the address and data length of the last XM!

transaction.
“ ADDRESS Noc'espace base address + 8
r— Failing Address

l____ Failing Address Length
meb-0348-59
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Registers
Failing Address Register (XFADR)

bits<31:30>
Name: Failing Length
Mnemonic: FLN
Type: RO, 0

FLN logs the value of XMl D«<31:30> during the command/address
cycle of a failed XMI commander transaction. FLN loads on every
C/A cycle issued by th: DEMNA. It locks only after all retries of the
transaction fail, and it unlocks when the error that caused the lock is
cleared.

XMI D«<31:30>, the Length field, is used to define the number of words
in the XMI data transfer. The table below shows the Length field
coding. Longword-length transactions are used only in I/O space.
Quadword-, octaword-, and hexword-length transactions are used only
in memory space. Hexword lengths are used only for Read or Interlock

Read transactions.
XM D<31:30> L
Logic Level
3] 30 Size
0 0 Hexword
0 1 Longword
1 0 Quadword
i ] Octaword
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bits<29:0>

Registers
Failing Address Register (XFADR)

Name: Failing Address
Mnemonic: None
Type: RO, 0

The Failing Address field logs the value of XMI D<29:0> during the
command cycle of a failing transaction. Failing Address loads on every
C/A cycle issued by the DEMNA. It locks only after all retries of the

transaction fail, and it unlocks when the error that caused the lock is
cleared.

XMI D<29:0> defines the address of an XMI read or write transaction.

If an XMI transaction has a 40-bit address, the XMI D bits decode to
the address as follows:

Ac39> XMl D<29>
A<38:20> XM! D<57:48>
Ac28:0> XMI D<28:0>

The number of significant bits in the address depends on the
transaction type and length.

When XMI D<29> is set, the address is a reference to I/O space. When
XMI D<29> is cleared, the address is a reference to memory space.
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Registers

Communications Register (XCOMM)

Communications Register (XCOMM)

The XCOMM Register is the host's hardware interface with diagnostic routines
that run on the DEMNA. The host and the DEMNA diagnostic routines
communicate with each other by wilting and reading one ASCII character

at a time.

in addition, the XCOMM Register in the DEMNA can be used to do the
following:

Read the DEMNA dsfault physicel address

Read the DEMNA module serial number

invelidets the contents of the DEMNA EEPROM

Clear the history data in EEPROM .
Read the history data from EEPROM

ADDRESS

bit<31>

4-16

Nodespzace base address + 10

130 7 un 10 121 o7 o .
Os Os

Node 1D 1
Busy 1
Characier 2
Node ID 2

‘ l L Character

e &
ma-0458-00

Neme: Busy 2

Mnemonic: None

Type: RW

When set, indicates that the CHARZ2 field contains a character that
has not yet been read by the host. The host clears the bit after reading

the CHAR?Z field. The DEMNA cannot write the CHARZ2 field until the
bit is clear.




bits<30:28>

bits<27:24>

bits<23:15>

bit<15>

bits<14:12>

bits<i18=

Registers
Communications Register (XCOMM)

Name: Reserved
Mnemonic: None
Type: AW, 0

Reserved; must be zeros.

Name: Node ID 2
Mnemonic: None
Type: W

Written by the DEMNA to indicate that data in the CHAR?Z field is
from the DEMNA.

Name: Character 2
Mnemonic: CHAR2
Type: W

Contains the character being sent from the DEMNA to the host.

Name: Busy 1
Mnemonic: None
Type: AW

When set, indicates that the CHAR1 field contains a character that
has not yet been read by the DEMNA. The port clears this bit after
reading the CHARI field. The sending node cannot write another
character to the CHARI field until the bit is cleared.

Name: Reserved
Mnemonic: None
Type: RW, 0

Reserved; must be zeros.

Name: Node 1D 1
Mnemonic: None
Type: MW

Written by the sending node. Indicates the node that has sent the daia
in the CHAR1 field.
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Registers
Communications Register (XCOMM)

bits<7:0>
Neme: Character 1
Mnemonic: CHAR1
Type: W
Written by the sending node with a character.
To Read the DEMNA Default Physical Addrees:
1 Deposit FFFFFFFF (hex) into the XCOMM Register.
2 Examine the XCOMM Register to obtain bytes 0—3 of the default
physical address (DPA): .
3 2423 16 15 e 7 ]
{ l____ Address Byte 0
Address Byts 1
Address Byte 2
Address Byte 3 .
meb-0662-90
3 Deposit FFFFFFFE (hex) into the XCOMM Register.
4 Read the XCOMM Register to obtain bytes 4 and 5 of the default
physical address (DPA):
3 16418 87 ]
- @
i____ Address Byte 4
Addrese Byte 5
mob-0803.90
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Registers
Communications Register (XCOMM)

To Read the DEMNA Module Serial Number:
1 Deposit FFFFFFFD (hex) into the XCOMM Register.

2 Examine the XCOMM Register to obtain bytes 14 of the module serial
number:

18 18 7 ]

Serial Number Byte 2

l I L Serial Number Byte 1

Serial Number Byte 3
Serial Number Byte 4

N w3

meb-0564-00
3 Deposit FFFFFFFC (hex) into the XCOMM Register.

4 Read the XCOMM register to obtain bytes 5-8 of the module serial
number:

18 15 B 7 [}

l L____ Serial Number Byte 5

Serial Number Byte &
Setial Number Byte 7

o un

Serial Number Bute 8

meb-0565-90
$ Deposit FFFFFFFB (hex) into the XCOMM Register.

6 Read the XCOMM register to obtain bytes 9-12 of the module serial
number:

16 18 87 0

' L___.__SorthumhorBybb

Serial Number Byte 10
Serial Number Byte 11

Serial Number Byte 12

meb-0568-80
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Registers
Communications Register (XCOMM)

7o Invalidate the EEPROM Contents:
1 Deposit FFFFFFFA (hex) into the XCOMM Register.

2 Examine the XCOMM Register to obtain confirmation of the
invalidation. If the EEFROM contents have been invalidated, the
COMM Register will contain all zeros.

See Section 9.1 for information on when to use this command.

To Clear the History Data in EEPROM:
1 Deposit FFFFFFF9 (hex) into the XCOMM Register.

2 Ezxamine the XCOMM Register to obtain confirmation that ervor
history has been cleared. If the error history has been cleared, the
XCOMM Register will contain all zeros. .

To Read the History Dzta from EEPROM:

History data (256 longwo.ds) can be read from EEPROM one longword at

a time. To examine a longword, deposit its encoded offset into the XCOMM
Register and then examine the XCOMM Register to read the longword.

The offsets of history data longwords 0 through 255 are encoded with
hexadecimal numbers -8 through -107, respectively. .
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Registers
Failing Address Extension Register (XFAER)

Failing Address Extension Register (XFAER)

XFAER logs the address extension, command, and mask information
associated with a failed XMI commander transaction. The register is locked

when any of the following bits in the Bus Error Register (XBER) sets (these
are commander errors):

Write Data NO ACK (WDNAK), XBER<20>
No Read Response (NRR), XBER<18>
Read Sequence Ermor (RSE), XBER<17>
Read Emor Response (RER), XBER<16>
Command NO ACK (CNAK), XBER<15>
Transaction Timeowut (TTO), XBER<13>

XFAER is unlocked (free to latch new information) when the XBER bits that
lock the register are cleared. If none of the above listed errors has occurred,
the XFADR contains the command code, address extension, and mask of the
last XMl transaction.

ADDRESS XMl nodespace base address + 2C
3 B27 2625 16 1% ]
Os
Mesk
Address Extension
Failing Command
meb-0347-89
bits<31:28>

Name: Failing Command
Mnemonic: FCMD
Type: RO, 0

FCMD logs XMI D<63:60> during the C/A cycle of a failed XMI
commander transaction. FCMD is loaded on every C/A cycle issued by
the DEMINA but locks only if the transaction fails and unlecks when
the error that caused the lock is cleared.

XMI D<63:60> is the Command field. The Command field spec fies
the transaction being initiated in the command cycle. The table below
shows how the Command field is encoded.
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Registers

Failing Address Extension Register (XFAER)

bits<27:26>

4-22

X0l D<63:60> L

Logie Level
63 62 61 60 Command ¥nemonic
0 o 0 O Reserved
0 0 o 1 Reed READ
0 0 1 0 interlock Read IREAD
0 0 1 1 Reserved
0 1 0 0 Reserved
0 1 0 1 Reserved
0 1 1 0 Unlock Write Mask UWMASK
0 1 1 1 Write Mask WMASK
1 0 0 0 interrupt INTR
1 o 0 1 identity IDENT
1 0 1 0 Reserved
1 0 1 1 Reserved
1 1 0 0 Reserved
1 1 0 1 Reserved
1 1 1 0 Reserved
1 1 1 1 implied Vector Interrupt IVINTR
Name: Resorved

Mnemonic: None
Type: RO, 0

Unused; must be zero.




bits<25:16>

Registers
Failing Address Extension Regisier (XFAER)

Name: Failing Address Extension
Mnemonic: Nons
Type: RO, 0

Failing Address Extension logs XMI D<67:48> during the C/A cycle
of a failed XMI commander transaction or bits <38:29> of the address
specified in the transaction for DMA reads and wites.

Failing Address Extension is loaded on every C/A cycle issued by the
DEMNA but locks only if the transaction fails aand unlocks when the
error that caused the lock is cleared.

XMI D<57:48> are the extended portion of the XMI address. If an XMl
transaction has a 40-bit address, the XMI D bits decode to the address
as follows:

Ac39> XM! D<29>
A<c38:28> XMl D<57:.48>
A<28:0> XMl D<28:0>
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Registers
Failing Address Extension Register (XFAER)

bits<15:0>
Name: Falling Mask
Mnemonic: None
Typs: RO, 0

Failing Mask logs XMl D<47:32> during the C/A cycle of a failed XMI
commander traneaction or the write mask for DMA writes. The field is
undefined for other transactions.

Failing Mask is loaded on every C/A cycle issued by the DEMNA but
locks only if the transaction fails and unlocks when the error that
caused the lock is cleared.

XMI D«<47:32> is the Mask field, which supplies byte-level mask
information for the XMI Write Mask and Unlock Write Mask

transactions. During nonwrite transactions this field is a "don’t care,”

but proper parity is still generated (see Figure 4-2). .

The meximum length of a write transaction is an octaword, which
requires 16 mask bits in the upper longword of the command. The
mark bits define which bytes of the following write data cycles are to
be written to the specified locations. For longword- and quadword-
length writes, the unused mask bits (D<47:36> L and D<47:40> L,
respectively) are unspecified and are ignored by regsponders, other than
to check parity.

Figure 4-2 Mask Field Bit Asgignments

47 48 45 44 43 42 41 40 30 38 37 38 35 M4 33 22

18j1ej13]12j]11 109 jB8|7 8 ]|6]|]4)3]2}1]0

é3 0
b7 | 68 |bS b4 | b3 | b2 | b1 | bO .

&3 0 Firet QW

b7 68| b5|b4]1 b3 |b2) bi]bo

Sgoond QW
(¥ octaword trangartion) 029880
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4.3 Port Registers

The port registers are used by the port and port driver to communicate
with each other. The port registers are grouped by function as follows:

¢ Port Status Register

¢ Port Control Registers

e Port Data Registers

The port polis the Gate Array Control/Status Register (GACSR) to
determine when a port register has been written.

Teble 44 provides a brief description of each port register. For a
description of the bit-type codes for the port registers, see Table 4-2.

. Table 4-4 Port Registers—Summary

Register

Mnemonic Description

Port Status

XPST The port writes this register to indicate a change in port state and the
reason for the change. The port also writes error information to this
register when a fatal error aborts an attempted port initia.rzation or
shutdown, resulting in no change of the port state.

Port Control Registera

Port Control iitialization XPCI The pon driver writes this register to command the port to initialize
the port/port driver interface.

Fort Control Poll XPCP The port driver writes this register to command the pert to polr thw
command ring.

Port Control Shutdown XPCS The port driver writes this register to command the port to shut down.

Port Dats Registers

Port Dsta Register 1 XPD1 The port driver writes XPD1 and XPD2 to convey the Port Data Block
base address and the ring release count (Section 2.2.4) fo the port.

’ Port Data Register 2 XPD2 The port writes the registers to convey the DEMNA default (MAC)

Ethemet address and various error information to the port driver.
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Port Control initialization Fegister (XPCIl)

Port Control Initialization Register (XPCI)

The port driver writes this register fo initialize the port (to change the port state
from uninitialized to initiafized). Before issuing the INITIALIZE command, the
port driver must write the physical address of the Port Data Block (PDB) to
the Port Data Registers. The command is meaningful only when the port is in
the uninitialized state. Issuing the command when the port is in the initialized
state causes a port shutdown.

On receiving the INITIALIZE command, the port executes its initialization
routine. At e end of this routine, the port writes the Port Status (XPST)
Register with the initialized state code and with the appropriate state qualifier.
if port interrupts are enabled, the port also sends an interrupt to the port
driver. I initialization fails, the port state does nc? change, the port write2 ihe
appropriate state qualifier to the XPST Register and, if applicable, writes w=rror
information to the Port Data Registers.

The port driver should verify successful completion of port initialization by
checking the XPST Register for transition of the port state from uninitialized to
initialized. Typically, port initialization completes in less than 10.5 milliseconds.
The port driver can thus safely use a timeout of one second.

ADDRESS Nodespace base address + 110 .
N -]
Write Bits
meb-0457-90
bits<31:0> Name: Wto B .
Mnemonic: None
Type: WO o port driver, U to port

The port driver may write any value to this register. Only the act of
vrriting is significant. For fastest access, the port driver should clear
the entire register with a CLRL (or equivalent) instruction.
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Port Control Poll Register (XPCP)

Port Control Poll Register (XPCP)

The port driver writes this register to command the pont to poll the command
ring for a new entry. The port driver should write this register for each
command ring entry that it creates, immediately after relinquishing ownership
of the entry.

The port responds to the POLL command only if it has run out of command
ring entries to process—that is, if the last command ring entry read by the port
was owned by the port driver. When it does not have command ring entries
to process, the port polis the Gate Array Conirol/Status Register (GACSR)
frequently to deiermine whether the port driver has written the XPCP Register.

The port responds to the POLL command only when in the initialized state.
Otherwise, the port ignores the command.

ADDRESS

bits<31:0>

Nodespace base address + 114

[ Write Bits
meb-0457-80
Name: Write Bits
Mnemonic: None
Type: WO to port driver, U tc port

The port driver may write any value to this register. Only the act of
writing is significant. For fastest access, the port driver should clear
the entire register with a CLRL (or equivalent) instruction.
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Port Control Shutdown Register (XPCS)

Port Control Shutdown Register (XPCS)

The port driver writes this register to shut down the port (to change the port
state from initialized to uninitialized). The shutdown command is meaningful
only when the port is in the initialized state. Issuing the command when the
port is in any other state does not afiect the port state. However, if the port is
in the resetting or uninitalized state when issued a SHUTDOWN command,
the state qualifier field of the Port Status (XPST) Register will indicate an
efror.

On receiving the SHUTDOWN command, the port executes its shutdown
routine (Section 5.4). At the end of this routine, the port writes the Port Status
(XPST) Register with the uninitialized state code and with the appropriate
state qualifier. if port interrupts are enabled, the port also sends an interrupt

to the port driver. .
The port driver should check for successful completion of the port shutdown

by checking the XPST Register for transition of the port state from initialized

to uninitialized. Typically, port shutdown completes in less than 10.5

milliseconds. The port driver can thus safely use a timeout of one second.

ADDRESS Nodespace base address + 118
n ] .
Write Bits
meb-0457-20

bits<31:0>

Name: Write Bits

Mnemonic: None

Type: WO to port driver, U to port

The port driver may write any value to this register. Only the act of
writing is significant. For fastest access, the port driver should clear
the entire register with a CLRL (or equivalent) instruction.
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Port Status Register (XPST)

Whenever the port changes state, it indicates in the XPST Register the new
state and the reason for transitioning to this state. in addition, the port also
writes error information to this register when a fatal port error aborts an
attempted port initialization or shutdown.

e e B R B e e e e D

ADDRESS Nodespace base address + 108
3 07 ]
State Qualifier State
msb-04588-80
bits<31:8>
Name: State Qualifier
Mnemonic: None
Type: RO to port driver, ‘WO to port

Indicates why the port is in its current state. The State Qualifier
field is significant after power-up, reset, or a fatal port shutdown.
The following table describes the state qualifiers and indicates the
corresponding contents of the Port Data Registers.

AFTER POWER-UP OR NODE RESEY

Port XPD1/XPD2
Code Meaning State XPST Contents
0 No error Uninftiglized 00000001 MAC aeddrese
1 Port failed self-test ‘but Uninitialized 00000101 MAC address
DEMMNA still usable, ¥ only
for running diagnostics)
AFTER NODE HALY
Port XPDV/RPD2
Code WMoaning Stote XPST Contente

0 Node HalvRestart compiste  Uninitialized 00000001 MAC eddress
13 Node HaltRestart in progress Ressfiing 00000000 Unchanged
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Port Status Register (XPST)

AFTER PORT INITIALIZATION

Port XPD1/XPD2
Code HMeaning State XPST Contents
0 Initislization succeeded initialized 00000002 Unchanged
2 Initialization failed, DEMNA Uninitialized 00000201 Unchanged
failed self-test
3 Initiglization failed, invalid Uninitialized 00000301  invalid tase
base address of Port Data addrins of
Block (PDB) in XPD1 end PDB
XeD2
4 Initializetion failed, contents Uninitialized 00000401  Address of
of & PDB fisld not valid irvalid PDB
tield
5 initisiizaiion succesdsd Lininitialized 00000502 Unchanged
but EEPROM contents are 6
invalid. Port can execute
maintenance commands for
updating EEPROM.
AFTER PORT SHUTDOWN
Port XPD1V/XPD2
Code Meaning State XPSY Contents
7 Initigiization attempted when  Uninitialized 00000701  Unchanged o
port not in uninitialized state
8 Invalid command ring Uninitialized 00000801  Current ring
offset (in bytes)
in XPD1
9 invalid receive ring Uninitialized 00000801  Current ring
offset (in bytes)
in XPD1
10 Power feilure Uninitiakized 00000A01 Firmwere PC in
XPD1 .
11 Unexpected firmware Uninitialized 00000801 Firmv-are PC in
oxcaption XPD1
12 Unrecoverable Xhdt failure, Uninitialized 00000C01 Firmware PC in
including memory esror XPD1
14 Fatal firmware internal ermor Uninitizlized O0000E01  Firmware PC in
ocourred XPD1
15 Fetal frmweare intemal Uninltlalized 00000F01 Flimware PC in
emor—hkeep-alive counter XPDY
eror (the firmweare was in an
infinite loop)
16 Firmware update comploted Uninitialized 00001001 Unchanged




bits<7:0>
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Port Status Register (XPST)

Name:

Mnemonic:

Type:

State
None
RO to port driver, WO to port

Indicates what state the port is in.

Code
{Decimel)

Port State

Doscription

0

Resatting

Uninitialized

Initialized

The DEMNA has just been reset or powered
up and is executing its power-up or node
halvrestart sequence. Muintenance Operation
Protocol (MOP), loopback, and 802 Test/XID
processing are disabled.

The. DEMNA has completed reset, power-up,

r «de halt/restart, or shutdown. MOP processing
and loopback processing are enabled for the
default (MAC) address and for the loopback
assistant multicast address. 802 TestXID
processing ia disabled.

The DEMNA is in its norm.al operating mode, in
which it processes the command and receive
rings. KiOP, loopback, and 802 TesvXID
processing are enabled for the following
addresses: MOP processing—any enabled
physical address, loopback processing—APA
and loopback assistant multicast address, 802
TesVXID processing—APA and addresses
enabled for the user.
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Port Data Registers (XPD1 and XPD2)

Port Data Registers (XPD1 and XPDZ2)

These two registers are accessed by both the port and port driver to transfer
the following information:

Port Data Biock (PDB) Base Address: The port driver writes the XPD1
and XPD2 Registers with the physical address of the PDB before
commanding the port to initialize itself. The port accesses the PDB at
the indicated address.

Ring release coun: After processing the rings, the port driver copies its
internal ring release counter to XPD2. The ring release count indicates
to the port how far the port driver has proceeded through the rings
(Section 2.2.4).

Default (MAC) Ethemet address: The port writes the XPD1 and XPD2
Registers with the default Ethemnet adaress from the DEMNA MAC
Address ROM.

Port error data: The port writes the XPD1 and XPD2 Registers with the

following error data:

— Address ot invalid PDB field: if the port detects an invalid PDB field
during port initialization, the port writes the physical host address of
this field (PDB base address + offset to beginning of invalid figld) to

the XPD1 Register. This information can be used for debugging the
port driver and/or the port firmware. .

— Firmware PC: if the port experiences an exception or other intemal
ermor that is fatal, it writes the program counter (PC) value to the
XPD1 Register. This information can be used for debugging the port
firmware.

— Curment ring ofiset: it the port detects an invalid command ring entry
or an invalid receive ring entry, & writes the offset of the invalld entry
(in bytes) to the XPD1 Register.
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Port Data Registers (XPD1 and XPD2)

ADDRESS

xpd1 bits<31:0>

xpd2 bits<31:8>

xpd2 bits<7:0>

Nodespace base address + 100, 104

Port Data Block Base Addreses:
3 °
XPD1 PDBA <31:0>
n ¢ 7 °
XPD2 Os PDB A <39:32>
meb-0481-00
Name: Port Data Block Address
Mnemonic: None
Typeo: RA/W to port and port driver

Bits <31:0> of the physical base address of the Port Data Block.

Name: Researved
Mnemonic: None
Type: RMW to port and port driver

Heserved; must be zeros.

Name: Port Data Block Address
Mnemonic: HNone
Type: R/W to port and port driver

Bits <39:32> of the physical base address of the Port Data Block.
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Ring Release Counter:
n [}
XPD1 Undefined
3 0
XPD2 Ring Release Counter
mab-0462-60
xpd1 bits<31:0> .
Name: Undafined
Mnemonic: None
Type: R/W to port and port driver
Undefined; not meaningful.
xpd2 bits<31:0>
Name: Ring Release Counter
Mnemonic: None .
Type: RW t{o port and port driver

Indicates the total number of command and receive ring entries that
the port driver has processed since the port was last initialized. The
port driver updates this counter each time that it completes processing
of the :ings (Section 2.2.4).

NOTE: The port initializes XPD2 to -1 and the port driver initializes
its internal ring release counter to -1. The ring release count
is thus always one less than the actual number of ring entrics
that have beeu processed.
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Default Ethernet Address:
n ]
XPD1 Ethemet Address <31:0>
3 16 18 ]
XPD2 Undefined Ethemet Address <47:32>
meb-C 280
xpd1 bits<31:0>
Name: Ethemet Address <31:0>
Mnemonic: None
Type: R/W to port and port driver

Bits <31:0> of the default (MAC) Ethernet address of the DEMNA. The
port writes this field after power-up, node reset, or node halt/restart.

xpd2 bits<31:16>
Nama: Undefined
. Mnemonic: None
Type: R/W to port and port driver
Undefined; not meaningful.

xpd2 bits<15:0>
Name: Ethemnet Address <47:32>

Mnemonic: None
Type- R/W to port and port driver
Hita <47:32> of the defauli (MAC) Ethernet address of the DEMNA.

The port writes this field after power-up, node reset, or node
halt/restart.
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Port Data Registers (XPD1 and XPD2)

Error Data:
n ]
XPD1 Error Deta
3" ]
Undefined
XPD2 o
n -]
Ring Release Counter
meb-0459-00
xpd1 bits<31:0>
Name: Errcr Data
Mnemonic: None
Type: R/W to port anc” port driver

On detecting a fata) port error, the port writes this field to indicate the

type of error that occurred. The port writes the following error data to
this field:

Invalid PDB field address: If the port detects an invalid PDB field
during port initialization, it writes the physical host address of
this field (PDB base address + offset to beginning of invalid field)
to this field. This information can be used for debugging the port
driver and/or the port firmware.

Firmware PC: If the por! firmware experiences an exception or
other internal fatal error, it writee its program counter (PC) value
to this field. This information can be used for _abugging the port
firmware.

Current ring offset: If the port detects an invalid command ring
entry or an invalid receive ring entry, it writes the offset of the
invalid entry (in bytes) to this fiz!d The address of the bad ring
entry can be calculated by adding the offset to the base address of
the affected ring.

NOTE: For some errors (when the state qualifier = 8, 8, 6, 6, or 7), XPD1
may contain information from a previous write. This leftover
information can be either the PDB base address or the defaunlt
Ethernet address.




xpd2 bits<31:0»

Registers
Port Data Registers (XPD1 and XPD2)

When XPD1 contains error data, XPD2 is defined as follows:

NOTE:

Name: Ring Release Counter
Minemonic: None
Type: R/W to port and pon driver

Indicates the total number of command and receive ring entries that
the port driver has processed since that port was last initialized. The
port driver updates this counter each time that it completes processing
of both rings (Section 2.2.4).

When XPD1 contains an invalid PDB field addreees, XPD2
is undefined. When XPD1 containe the firmware PC or the
current ring offeet, XPD2 contains the ring release counter.

Since the port driver initializes its internal ring release
counter to -1, the ring release count is always one less than
the actual number of ring entries that have been processed.
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4.4 Power-Up Diagnostic Register

The Power-Up Diagnostic (XPUD) Register displays the results of the
DEMNA self-test. The register is read-only to the port, the port driver,
and other host software. For a description of the bit-type codes for the
XPUD Regirter, see Table 4-2.
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Power-Up Diagnostic Register (XPUD)

Power-Up Diagnostic Register (XPUD)

The XPUD Register displays the results cf the DEMNA seli-test, which runs
automatically on power-up or reset. After the self-test firishes, the port driver
can read the reyister and pass the register contents to nigher-level software
that can determine which DEMNA components passed seli-test.

The XPUD Register is treated as follows:

» The DEMNA initializes the XPUD Register to all zeros cn power-up or
reset.

*  When a piece of DEMNA logic passes self-test, its corresponding bit in
the XPUD Register sets.

« It a piece of logic ialls self-test, the corresponding bit remains cleared.

The XPUD Register of a DEMNA that passes seli-test has a value of

FFFFCO0O07 (if there are no error history entries) or FFFFC027 (if there are
arvor history entries).
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Power-Up Diagnostic Register (XPUD)

ADDRESS Nodespace base address + 10C

IV 20 2027 3029 42322212010 1017 16 15 14 1) 4843210

0s
LL—_ Firmware Initialized
External Loopback
EEPROM Loaded

EPROM Loaded
Bad Diagnostic Patch
Table one

EEPROM Error History
Exists

— XNAGA
Ethernet Subsystem
Parity

LANCE

Shaered Parity RAM
Shared RAM
XNADAL Timeout Logic
XNADAL Readback
EEPROM

ENET PROM

CVAX

CVAX Parity RAM
CVAX RAM

Console UART Drivers
SSC

Diagnostic Register
CVAX interrupt Linss
Boot ROM

Self-Test Complete

meh-0346-00




bit<31>

bit<30>

bit<29>
@

bit<28>
©

bit<27>

Registers
Power-Up Diagnostic Register (XPUD)

Name: Self-Test Complete
Mnemonic: STC
Type. RO to poni driver, 0

When set, indicates that the DEMNA gelf-test has completed and that
the contents of the XPUD Register are valid. The register contents are
invalid when the bit is cleared.

S

Name: Bout ROM
Mnemonic: None
Type: RO to port driver, 0

When set, indicates that the contents of the Boot ROM (aleo called the
EPROM) are valid.

Name: CVAX Interrupi Lines
Mnemonic: Neone
Type: RO to port driver, 0

When set, indicates that the CVAX interrupt lines are not stuck
(always asserted) or being driven by onboard logic.

Name: Diagnostic Register
Mnemonic: None
Type: RO to port driver, 0

When set, indicates that all bits in the Diagnostic Register powered-up
to the correct state and can be read and written.

Name: 8§8C
Mnremonic: None
Type: RO to pont driver, 0

When set, indicates that the SSC chip can perform all its functions.
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Power-Up Diagnostic Register (XPUD)

bit<26>

bit<25>

bit<24>

bit<23>

bit<22>

Name: Console UART Drivers
Mnemonic: None
Type: RO to pont driver, 0

When set, indicates that the console UART drivers are functioning
corvectly.

Name: CVAX RAM
Mnemonic: None
Type: RO to port driver, 0

When set, indicates that the CVAX RAM is functioning correctly (that
is, passed the CVAX RAM march test).

Name: CVAX Parity RAM
Mnemonic: None
Type: RO to port driver, 0

When set, indicates that the CVAX parity RAM is functioning correctly.

Name: CVAX
Mnemonic: None
Type: RO to port driver. 0

When set, indicates that the CVAX chip is functioning correctly.

Name:  ENET PROM ‘

Mnemonic: Now
Type: RO to port driver, 0
When set, indicates that the contents of the ENET PROM are valid.




bit<21>

bit<20>

bit<19>

bit<18>

bit<17>

Registers
Power-Up Diagnostic Register (XPUD)

Name: EEPROM
Mnemonic: None
Type: RO to port driver, 0

When set, indicates that the contents of the EEPROM are valid.

i

Neme: XNADAL Readback
Mnemonic: None
Type: RO to port driver, 0

When set, indicates that the address latches and bus transceivers for
the gate array/DEMNA memory bus interface are functioning correctly.

Name: XNADAL Timeout Logic
Mnemonic: None
Type: RO to port driver, 0

When set, indicates that the timeout logic for the gate array/ DEMNA
memory bus interface is functioning correctly.

Name: Shared RAM
Mnemonic: None
Type: RO to port driver, 0

When set, indicates that the shared RAM is functioning correctly (that
is, passed the RAM march test).

Name: Shared Parity RAM
Mnemonic: None
Type: RO to port driver, 0

When set, indicates that the shared parity RAM is functioning
correctly.
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Power-Up Diagnostic Register (XPUD)

bit<16>
Name: LANCE

Mnamonic: None
Type: RO to port driver, 0

When set, indicates that the LANCE chip can perform all its functions.

bit<15>
Name: Ethernet Subsystem Parity

Mnemonic: None
Type: RO to port driver, 0

When set, indicates that the parity circuit in the Ethernet subsystem
is functioning correctly. .

bit<id>
N..ne: XNAGA

Mnemonic: None
Type: RO to port driver, 0

When set, indicates that the gate array can perform all its functions.

bits<13:6> .
Namea: Reserved

Mnemonic: None
Type: RO to port driver. 0

Reserved; must be zeros.

bit<5>

Mnemonic: None
Type: RO to port driver, 0
When set, indicates that the EEPROM ervor history has one or more

~tries. When cleared, indicates that there are no entries in the
~PRCM ervor history.

Name: EEPROM Error History Exists .




bit<d>»

bit<3»

bite2>

bitci>

bit<0>

Registers
Power-Up Diagnostic Register (XPUD)

Name: Bad Diagnostic Patch Table
Mnamonic: none
Type: RO to port driver, 0

When set, indicates that the diagnostic patch table in EEPROM is
invalid. When cleared, indicates that this table is valid.

Name: EPROM Loaded
Mnemonic: None
Type: RO to port driver, 0

When set, indicates that the contents of the EPROM have been loaded
intoc CVAX RAM. The EPROM contains a subset of the EEPROM code.
If the EEPROM f{ails self-test, the contents of the EPROM are loaded
into CVAX RAM. The EPROM code provides enough funetionality

for the CVAX to run diagnostics, update the EEPROM, and perform
transmit and receive operations.

MName: EEPROM Loaded
Mnemonic: None
Type: RO to port driver, 0

When set, indicates that the contents of the EEPROM have been
loaded into CVAX RAM. The EEPROM contains the operational
firmware for the DEMNA.

Name: External Loopback
Mnemonic. None
Type: RO to port driver, 6

When set, indicates that the DEMNA is connected to a live Ethernet or
a loopback connector and thai the external loopback test has passed.

Name: Firmware initialized
Mnemonic: Nore
Type: AQ to port driver, 0

When set, indicates that the DEMNA firmware is initialized.

4-45



PO0.8.9.900 000890 00¢0500000008000600080000088008908040 04
P O08 4000800086000 080EH0rteRe st eeoesssserssde sy
1010980000880 58000003 0PPIEEE 00090006 0000000008 01

XEA XX KUK KKK AKX KX XXX HEAAX KL H XK XE AKX KA AKXKXK

P00 0000008000800 0 800804000004 008000088044

PO 0000000000808 008060886089880908000804

P 010.0:0.0.610600060.800080080600000608800880604
PI9.0.8.0.0.0.0.8.6.0.0.6.6.0.06009000506600864806068404
KREXAXXRNOGOOROODONK X XXX XA XX XAXK
0. $18.0.0.00.900.0000.08008800088808 880844

PO PO PO I PSP 0 0000688800840
D1619.0.8.0.8.6.0.0.4.6.608968000600808804

P8 01000600604 0060806805083049
XAEN0NONGON KR RAAAAX

PO 0000000000808 088840

KEEXK KX KKK XX KKK
119.0,0.0.6.8.0.0.0.¢8880856064

F0.0.0.0.4,6.69.0.60.480604

}0.6.9.0.6.0.0.0.0.9.64604

}.010.4.0.6.8.0.0.0.4 644

IEO0ODOMXHX

KOOEKXXA

1,8:4.9.0.6.0 ¢

XiXXX

XXX
X

b 0.9.6.0.0.0.60006609608948.64084

POgRE .0 0.0 0.6 4000009 0.00.6460928.84

PO N G89.000 000808888 500980800!

b 80000806008 0080800800060460840
KIOCOUIA XN K XXX KX E KKK KX KOOHKX
XXX XXX X ODOBOXX

XXEXXXXAR XX KX KKK EXKMOCIK KKK KX AKX
P00 064040000008 00000000080.90860.808460004
1. 0.0.0.0.4.0.9.0.6:0.0.000.6:0.000000898008995085¢¢6¢¢¢4



5 Power-Up, Reset, and Shutdown

This chapter provides detailed descriptions of the DEMNA power-up, reset,
and shutdown sequences. The chapter contains the following sections:

Power-Up/Reset Sequence
Node Halt/Restart

Power Failure Shutdown
Port Shutdown

. 5.1 Dower-Up/Reset Sequence

Any of the foliowing events causes the DEMNA to execute its power-
up/reset seq ence:

System power-up: the deassertion of XMI DC LOL and XMI ACLOL.

System reset: an XMI node asserts XMI RESET L, causing the system
to cycle XMI AC LO L and XMI DC LO L through their power-down
and power-up sequences.

Node reset: the host sets the Node Reset bit in the DEMNA Bus Error
(XBER) Register. DEMNA hardware logic then resets the node.

No port state is saved across a node reset, system reset, or power failure.

The power-up/reset sequence proceeds as follows:

1

During the last cycle in which XMI DC LO L is asserted, the DEMNA
gate array does the following:

8. Clears the DEMNA XMI and port registers

b. Sets the Self-Test Fail (STF) bit in the DEMNA XBER Register,
thereby asserting XMI BAD L.

The CVAX begins firmware execution at address 2004 0000, which is
the first location in boot ROM space.

The firmware checks the restart code to determine whether the
DEMNA should perform a power-up/reset or a node halt/restart.
In this case, the DEMNA continues the power-uz.reset snquence.

The power-up/reset rouiine calls the DEM.NA self-test, which writes
results as it executes to the DEMNA Power-Up Diagnostic XPUD)
Register.

After all the compcnents have been tested, the self-test reads the
XPUD Register. If the DEMNA CVAX FAM failed self-test, the self-
test jumps to EPROM firmware, which provides sufficient functionality
to run the DEMNA ROM-based diagnostics (RBDs). If the CVAX RAM
passed self-test, the self-test checks to see whether the EEPROM
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contents are valid. If the EEPROM contents are valid, the self-test
loads the EEPROM firmware into CVAX RAM and sets the EEPROM
Loaded bit in the XPUD Register. If the EEPROM contents are
invalid, the self-test loads the EPROM firmware intoc CVAX RAM and
gets the EPROM Loaded bit in the XPUD Register.

6 The self-test routine loads the XDEV Register with 0C03 (hex),
the device type for the DEMNA, and with the DEMNA functional
hardware revision level and the DEMNA firmware revision level. (See
Chapter 4 for a description of the XDEV Register.)

7 If all the tested DEMNA components pass, the self-test routine does
the following:

8. Lights the DEMNA OK LED

b. Clears the STF bit in the DEMNA XBER Regisier, thereby
deasserting XMI BAD L .

Otherwise, the above signal and LED remain in their original,
powered-up states.

8 When the self-test is finished, the self-test routine sets the Self-Test
Complete (STC) bit in the XPUD Register and jumps to operational
firmware in RAM.

9 After self-test finishes, operational firmware, executing from RAM,
does the following:

a. Resets firmware-internal data structures, including the data link .
counters

b. Sets port parameters to their default values and the DEMNA
Ethernet address to the default physical address (DPA) from the
MAC Address (ENET) PROM

c. Writes the DPA from the MAC Address (ENET) PROM to the
XPD1 and XPD2 Registers

d. If self-test passed, writes the XPST Register to indicate that the
port state is uninitialized (state = 1) and that no errc~ occurred
(state qualifier = 0); if self-test failed, indicates whether the
firmware is still running (state qualifier = 1).

@. While waiting ror the port driver to issue an INITIALIZE command
by writing the XPCI Registe:, processes any valid Maintenance
Operation Protocel (MOP) and/or loopback packets received over
Ethernet (Section 2.7).

5.2 Node Halt/Restart

The major difference between a node halt/restart and a power-up/reset is
that the node halt/restart does not execute the DEMNA self-test.

The port state saved across a node/halt restart consists of the following:

® A fatal rror block (Section 8.2.1) written to the Port Data Block (if the
port received a node halt when in the initialized state)
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Port-internal error data that can be read with the READSERROR
command or from the console monitor program

DEMNA-internal counters, including data link counters that can be
read by a user from the console monitor program or by the port driver
with the RCCNTR/RDCNTR, READ$ERROR, READ$SNAPSHOT, and
READ$STATUS commands.

The port driver initiates a node halt/restart by setting and then clearing
the Node Halt (NHALT) bit in the DEMNA XBER Register. Setting the bit
halts the DEMNA. Clea:ing the bit restarts the DEMNA.

The DEMNA responds to a node halt as follows:

1

2

The CVAX begins firmware execution at address 2004 0000, which is
the first location in boot ROM space.

The firmware checks the restart code to determine whether the
DEMNA should perform a power-up/reset or a node halt/restart.
In this case, the DEMNA performs a node halt/restart.

The halt routine saves port context internally as a fatal error block.

The halt routine caiculates a checksum for the loaded firmware (either
the EEPROM firmware image or the EPROM firmware image). If
the calculated checksum is incorrect, the halt/restart routine reloads
the irmware. If the EEPROM firmware was loaded, the halt/restart
routine reloads the EEPROM firmware. If the EPT.OM firmware was
loaded, the halt/restart routine reloads the EPROM firmware.

The halt routine monitors the Node Halt bit in the DEMNA XBER
Register. When the bit clears, the halt routine jumps to RAM to the
restart routine.

If the port was in the initialized state when the Node Halt bit was set,
it writes the internally saved fatal error block to the Port Error Log
Area of the PDB.

The restart routine does the following:

2. Resets firmware-internal data structures, including the data link
counters

b. Sets port parameters to their default values and the DEMNA
Ethernet address to the default physical address (DPA) from the
MAC Address (ENET) PROM

C. Writes the DPA from the MAC Address (ENET) FROM to the
XPD1 and XPD2 Registers

d. While waiting for the port driver to issue an INITIALIZE command
by writing the XPCI Register, processes any valid MOP and/or
loopback packets received over Ethernet (Section 2.7).
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Power Failure Shutdown

When XMI AC LO L is asserted, indicating that AC line voltage is below
specification, the DEMNA executes the following power-dewn sequence:

1
2

A powerfail trap occurs on the CVAX.

The DEMNA executes the normal port shutdown sequence described in
Section 5.4. This shutdown sequence, which lasts approximately 100
microseconds, completes before power fails.

Port Shutdown

A port shutdown occurs when the port is in the initialized state and
(1) a fatal port error occurs or (2) the port driver issues a SHUTDOWN
command by writing the XPCS Register. .

Operational firmware executes a port shutdown as follows:

1

The port completes all in-progress datamoves (data buffer copying) to
or from host memory and then stops proceseing. From the perspective
of port users, the port simply stops.

The port reinitializes its internal data structures.

If any of the LANCE operating parameters were previously altered

(such as the physical address), the port resets the LANCE. The

reset occurs after any packets in the LANCE's transmit buffers have .
been transmitted, thus preventing the LANCE from transmitting a
truncated packet with an incorrect CRC.

The port clears its Receive Address Filter Database, which contains
all enabled multicast addresses and the actual physical addreas
(APA) assigned by a previous PARAM command (if an APA was in
fact assigned). The default physical address (DPA) is then the only
remaining enabled address.

If the shutdown is due to a fatal port error or power failure, the port
saves the port context in an internal fatal error block and then copies
this block to the Port Data Block (PDB).

The port transitions to the uninitialized state and writes appropriate
error data (if any) to the XPD1 and XPFD2 Registers.

If the shutdown iz successful and was caused by a shutdown command,
the port writes the XPST Register to indicate that the port state is
uninitialized (state = 1) and that no error occurred (state qualifier =
0). If the port shutdown is successful and was caused by a fatal error
or a power failure, the port writes the XPST Register to indicate that
the port state is uninitialized and to indicate the power failure or fatal
error.

The port interrupts the port driver if port interrupts are enabled.

While waiting for the port driver to write the XPCI Registe - the port
processes any MOP and/or loopback packets received over Ethernet ’

(Section 2.7).
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6 Power-Up Self-Test

The DEMNA power-up self-test consists of ROM-resident diagncatic
routines that run automatically on power-up or reset. The power-up self-
test verifies that the hardware at the node is operational and that the
DEMNA can transmit and receive a loopback packet over the natwork.

Since the routines are contained in ROM, their execution requires no

operating system. The self-test routines are thus stand-alone programs
independent of any software environment.

. 6.1 How to Run Self-Test

There are several ways of running self-‘est for the DEMNA:

1

On system power-up—When the user powers up the host system, the
DEMNA automatically runs power-up self-test. Front panel controls
vary among host systems; see the system Owner’s Manual for the
specific system.

On XMI system reset—For VAX 6000 systems: When the user presses
the reset or restart button on the host system’s front panel, the system
goes through its reset sequence, which causes each XMI node to run its
»wn self-test. For VAX 9000 systems: The user can issue the following
console command to reset a particular XMI card cage:

>>>UNJAM /XJA=n

where n is the unit number of the XJA adapter for the XMi card cage.
If the XJA unit number is not supplied, the command resets all XMI
card cages in the system.

Running self-test as a ROM-based diagnostic (RBD)—A Digital
customer service engineer can invoke the self-test as an RBD from the
system console of a VAX 6000 or VAX 9000 system or from the DEMNA
physical console (a terminal attached directly to the DEMNA). (This is
the same diagnostic that runs during power-up or reset self-test.)

Example 6-1 shows how to use VAX console commands on a VAX 6000
system to run the self-test on a DEMNA located at XMI node 3. For
a description of the Z command used in this example, see the system
Owner’s Manual.
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6.2.1

Power-Up Self-Test

Example 6-1 Running Self-Test on a VAX 6000 System .

>>>2 3
7?33 Z connection succesefully started

T/R
RBD3I>8T 0

;Salftest 3% 00

; P k] 0co3 1

: 00000000 00000000 00000000 00000000 00000000 00000000 05000000
RBD3

?31 Z connection terminated by “P

>>>

Exzample 6-2 shows how to use VAX console commands on a VAX 9000
system to run the self-test on a DEMNA at node E through XJA number 2.
For a description of the Z command used in this example, see the system
Owner'’s Manual.

Example 6-2 Running Self-Test on a VAX 9000 System ’

>>> 2 2B

[(Use “P to axit Z-mode]
/R

RBD3I>ST 0

;Salftast 3.00

H P 3 0co3 1

;00000000 00000000 00000000 00000000 00000000 00000000 00000000

RBD3 [CTRIT][CTRL F]

X%X 2 connection terminated by “P .
>>>

If you do not know which XMI node the DEMNA is at, use the SHOW
CONFIGURATI™N command at the system console prompt to locate the
DEMNA.

Another way of locating the DEMNA nodes is to use the EXAMINE
command to read the Device (XDEV) Register at each node until you find
the DEMNA, which has a device type of 0C03 (hex). A module’s XDEV
Register is always at the module’s base address. .

Reporting Self-Test Results

Test results (pass or fail) are indicated by LEDs on the module and by the
DEMNA Power-Up Diagnostic (XPUD) Register.

Self-Test Results in LEDs

6-2

There are two status-indicator lights on the module:
¢ 1 yellow DEMNA OK LED
¢ 1 green External Loopback LED

The location of the LEDs is shown in Figure 6-1.




Power-Up Self-Test

The yellow DEMNA OK LED shows the status of the module after the
node self-test. The green External Loopback LED indicates whether
the DEMNA passed the LANCE external loopback test, which tests the

DEMNASs ability to transmit and receive a loopback packet over the
network.

At power-up or reset, both LEDs are off. If the DEMNA passes all the
executed tests (excluding the LANCE external loopback test), the self-test
lights the yellow DEMNA OK LED; otherwise, this LED remcins off. If
the LANCE external loopback self-test passes, the self-test lights the green
External Loopback LED; otherwiee, this LED remains off. (If the LEDs do
not light, see Section 7.6 for a troubicshooting procedure.)

Figure 6~1 LED Locatlons
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6.2.2 Self-Test Resuits in the Power-Up Diagnostic Register

The Power-Up Diagnostic (XPUD) Rerister indicates which tests in the
self-test diagnostic passed. In addition, the Self-Test Complete (STC) bit
indicates whether the self-test has completed execution. See Chapter 4 for
a detailed description of the XPUD Register.



6.3 Interpreting Test Results

If the External Loopback LED fails to light, indicating that the LANCE
external loopback self-test failed, this does not necessarily indicate that a
DEMNA component failed self-test. The problem could be a bad cable, bad
Ethernet transceiver connector, improper seating of the tranaceiver cable,
or simply that the DEMNA is disconnected from the transceiver.! In any
case, such an error condition prevents the DEMNA from transmitting or
receiving Ethernet packets.

If the XPUD Register indicates that all of the self-test routines failed, the
problem is probably the CVAX, ROM, or bus transceivers.

Self-test could also fail because of a systemwide fault. For example,

a faulty power supply or missing XMl bus terminators could be the
problem. Make sure that system power is OK and check for other possible
systemwide faults.

After a problem discovered by the self-test has beer. corrected, the DEMNA
LED(s) will light only if the self-test is rerun. However, if the self-test is
not rerun, the DEMNA will still function properly even though the LEIXs)
don’t light.

6.4 Tested Components

The self-test tests the following components and functions on the DEMNA
module:

e CVAX

¢ EPROM

¢ EEPROM

¢ CVAX ROM

e All RAM

* System Support Chip (8SC)

e CVAX Interrupt Request (IRQ) lines
° Gate Array

¢ LANCE chip

6.5 Untested Components and Functions

The following components and functions are not tested:
° A complete CVAX instruction set
¢ Ethernet interface logic functions:

° More (multipie retries of packet transmission)

! Note aleo thet the External Loopbeck LED does not light if ancther t_st in the self-test disgnostic faile. When another .
salf-test feils, the extemal loopback test jo not executed.
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¢  One (one retry of a packet transmission)
e Babble error

* Time domain reflectometry

¢ Late collision

¢ Loss of carrier

The datamove logic, which is implemented in the gate array, is tested in
loapback raode only.
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Diagnostics and Troubleshooting

This chapter describes diagnostics that test the DEMNA module. The
chapter also provides a troubleshooting procedure that uses these
diagnostics. The chapter contains the following sections:

¢ ROM-Based Diagnostics

o How to Run R©OM-Based Diagnostics from the System Console

® Conscle Commands and Control Characters

¢ Test Status and Error Reporting

s Diagnostic Error Log Reader

¢ Troubleshooting with ROM-Based Diagnostics

* Diagnostic Paich Mechanism

e  Software Diagnostics

Two types of diagnostics are used to test the DEMNA: ROM-baged
diagnostics (RBDs) and software diagnostics. RBDs are resident in
EPROM on the module and are invoked from the system console. Software
diagnostics are loaded and run under the VAX Diagnostic Supervisor

(VAX/DS). Customers must purchase software diagnostics under a separate
license.

The DEMNA EPROM contains four ROM-based diagnostics (RBDs):

o  DEMNA self-test, which verifies the functionality of the DEMNA
module

¢ NI RBD, which verifies the Ethernet link from the DEMNA’s Ethernet
interface logic to the Ethernet transceiver

e XMI RBD, which verifies that the DEMNA can transfer data to and
from host memory

e XNA RBD, which exercises the DEMNA by performing Ethernet

external loopbacks and datamoves to and from host memory at ihe
same time

Three software diagnostics are available for the DEMNA:

o EVGDB—DEMNA EEPROM Update Utility, which verifies the
DEMNA firmware revision, loads a new firmware image i:ito DEMNA
EEPROM, and/or allows the user to change the setting of various flags
and parameters in EEPROM

o  EVDWC—NI Exerciger, which tests the installation of the hos.
Ethernet node and checks the connectivity of all other nodes on the
local network
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¢ EVDYE—DEMNA NI Functional Diagnostic, which verifies that the .

DEMNA's NI port performs all the functions that the VAX/VMS port
driver, EXDRIVER, may request

If the appropriate flags are set in DEMNA EEPROM (Chapter 9), errors
reported by the self-test, NI RBD, XMI RBD, and/or XNA RBD are logged
in DEMNA EEPROM. The first eight self-test and/or RBD errors can be
logged. The error history must then be cleared to allow logging of self-test
and/or RBD errors to resume.

The RBD code resident in EPROM can be patched. Patches to diagnostic
code, as well as updates to the DEMNA operation firmware, are included
in the DEMNA firmware image (EVGDBQ.BIN) distributed with the
DEMNA EEPROM Update Utility, EVGDB. If the diagnostic code must

be patched or the operation firmware must be updated, a new version of
EVGDB is released.

7.1 ROM-Based Diagnostics

The tests in each category are described in detail in the following sections.
Individual tests, or test groups, can be invoked with commands from the
operator’s console or from the DEMNA physical console. If a test fault
occurs, deductive reasoning, along with a comprehensive understanding
of the test routine, is required to determine which hardware element is
malfunctioning.

7.1.1 DEMNA Self-Test

7-2

The DEMNA self-test , which is functionally equivalent to the DEMNA's
power-up self-test, performs a basic confidence check of the module.

When run as a power-up self-test (which occurs when the system power
signals, XMI AC LO L and XMI DC LO L are cycled or when the Node
Reset bit is set in the DEMNA XBIER Register), the self-test does the

following: .
» Lights the DEMNA LEDs if no self-test errors occur

e  Asserts the DEMNA XMI BAD L signal and then deasserts this signal
if no self-test errors occur

® Sets the Self-Test Fail bit in the DEMNA XBER Register nd then
clears this signal if no self-test errors occur

®  Writes the test results to the DEMNA Power-up Diagnostic (XPUD)
Register

However, when the self-test is invoked as an RBD from the system console,
it does not provide any of the above-listed indications. Instead, il prints
the test results on the system console terminal.

Table 7-1 briefly describes each test in the DEMNA self-test diagnostic.
The order in which the tests are listed is the order in which they are run.
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Unless otherwise specified in Table 7-1, the test execution parameters
and method of fault reporting can be selected with the appropriate
runtime switches (Table 7-2). If a test number is not specified with the
START command used to invoke the diagnostic, all tests are executed by
default. Unless halt-on-error is specified, the self-test continues running
on encountering an error. This provides for maximum testing of the

module.

Table 7-1 DEMNA Self-Test

Diagnoastic/Test

Description

T

T2

T3

T4

75

T6

T8

T9

Boot ROM

CVAX IRQ Lines

Diagnostic
Register

SSC Chip
Consale UART

Driver
CVAX RAM

CVAX Parity

RAM

CVAX Chip

ENET PROM

Verities the EPROM (Boot ROM) contents
by calculating a checksum for the contents
and comparing the calculated checksum to
a corresponding stored checksum. The test
also verifies the proper functioning of the
select logic for the SSC Boot ROM space.

Steps through all IPLs (interrupt priority
leveis) to verify thet no IRQ tine is stuck
asserted or is being asserted by onboard
logic.

Verities that the DEMNA Diagnostic Register
can be written and read.

Verifies that the logic in the SSC chip is
functioning properly.

Verifies that tha drivers for the console UART
are functioning properiy.

Verifies that each cell in CVAX RAM is
uniquely accessible and that the CVAX RAM
select logic and address decode logic is
functioning properly.

Verifies that each cell in the CVAX Parity
RAM is uniquely accessible and that the
select logic for the CVAX Parity RAM is
functioning propeny.

Verifies the proper functioning of certain
CVAX interna! processor registers (IPRs),
CVAX parity gerseration and detection logie,
and that the CVAX can perform quadword
reads from CVAX RAM,

Verifies the conients of the ENET PROM
by calculating checksums for the contents
and comparing the calculated chacksums o
corresponding stored checksums. The test
also verifiss the proper functioning of the
select logic for the SSC Boot ROM space.
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Tabie 7-1 (Cont.) DEMNA Self-Test
Diagnostic/Test Name Description

T10 EEPROM Verifies the contents of the EEPROM by
calevlating checksums for the contents and
comparing the calculated chaecksums to
corresponding stored checksums. The test
also verifies the proper functioning of the
selact logic for the SSC Boot ROM space.

™ XNADAL Verifies that XNADAL bus transosivers and
Readback address latches are functioning properly.

T2 XNADAL Timeout Verifies that the timeout loglc for the
Logic XNADAL bus is functioning properly.

T3 Shared RAM Verifies that each cell in shared RAM is
uniquely accessible and that the shared RAM
select logic and address decode logic is
tunctioning properly.

T4 Shared Parity Verifies that each cell in the parity RAM for

RAM the shared RAM is uniquely accessible and
that the seiect logic for the parity RAM is
functioning properiy.

T15 LANCE Chip Verifies LANCE chip and CRC logic in the
Ethernet interface logic. (SIA chip ie not
tested.)

TS Ethernet Verifies the proper functioning cf the Ethernet .

Subsystem subsystem parity iogic, which generates
Parity parity on LANCE writes to shared RAM and
chacks parity on LANCE reads from shared
RAM.
T17 LANCE External  Attempts to transmit and receive an Ethemnet
Loopback external ‘copback packat. it one packet is

successfully transmitted and received, the

firmware fights the External Loopback LED

on the DEMNA. This test is the only test that

can fail without causing the self-test as a '
whole to fail.

T8 Gate Array Verifies the proper operation of the DEMNA
gate array logic, excluding the XMl-required
registars, the port registers, datamove
registers, peek registers, as well as
datamove and peek operations.

712 NIRBD

The Network Inter onnect (N1) RBD consists of the three test routines

described below. These tests verify that t~2 Ethernet interface logic, cable,

link, and transceiver are operational. If a test number is not specified

when this diagnostic is selected, test 1 (external loopback on live Ethernet)

is executed by default. .
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Externat Loopback on Live Ethernet Test

This test transmits and receives Ethernet packets using the LANCE's
external loopback mode. The packets are transmitted onto the network,
received from the network, and then compared for accuracy. The DEMNA
must therefore be connected to a live network for this test to run properly.

The test does not flag as errors events that occur as part of normal
network activity. Instead, the test is automatically retried if any of the
following events is detected:

© Loss of carrier

© Late collision

°© Retry error

¢ CRC error

o Framing error

¢ Babble error (also reported as a soft error)

e Missed packet error (also reported as a soft error)
° Overflow error (also reported 28 & soft error)

° Buffer error

e Colligion error (loss of heartbeat)

Test 1 fails if any of the following occurs:

® 32 soft errors

¢ Initialization error

® Memory error

¢  Underflow error

The number of packets to be transmitted per test pass can be specified
in decimal through the use of a command parameter. The default is 100

packets. When 0 packets are specified, packets are transmitted until
is typed.

The successful completion of the test indicates that the DEMNA is
properly cabled to a network and that the DEMNA, Ethernet transceiver
{or DELNI), and transceiver cable are functioning properly. Note, however,
that the test verifies DEMNA operation only in loopback mode.

7122

MOP Loopback Test
The MOP loopback test transmits and receives MOP (Maintenance
Operations Protocol) loopback packets. For this test to run properly,

there must be at least one node on the lc.al network that implements a
MOP loop server.

During the test initialization, the DEMNA (functioning as a MOP loop
requester) tranomits a loopback assistance multicast address packet that
requests all nodes that are MOP loop servers to identify themselves. The
DEMNA uses the first such node as the server for the MOP loopback
test and saves approximately the next 80 addresses of other nodes that
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7-6

respond. If the first MOP loop server fails, the second MOP loop server is .
used, and so on. If all the MOP loop servers fail, the test is aborted.

During the test, the DEMNA transmits MOP loopback packets to the
MOP loop server, which transmits the packets back to the DEMNA. The
DEMNA then compares each transmitted packet with its corresponding
receive packet for accuracy. Note that the DEMNA is transmitting packets
in normal fashion: the LANCE is not in external lonpback mode but in
normal operational mode.

The number of packets to be transmitted per test pass can be specified
in decimal through the use of a command parameter. The default is 100
packets. When 0 packets are specified, packets are transmitted until

is typed.

The packet length can also be specified in decimal through the use of a
second command parameter. The packet length is specified in bytes within
the inclusive range of 64—1518 bytes. If fewer than §4 bytes are specified,
64 bytes will be used. If more than 1518 bytes are specified, 1518 bytes
will be used. If no packet size is specified, the test varies the packet size.

The first command parameter always specifies the number of packets
to be transmitted per test pass. Therefore, if the user wishes to specify

the packet size, he or she must also specify the number of packets to be
transmitted.

The successful completion of the test indicates that the DEMNA is

properly cabled to a network and that the DEMNA, Ethernet transceiver .
(or DELNI), and transceiver cable are functioning properly. In addition,

the test indicates that the DEMNA can transmit and receive properly in

normal mode (as opposed to loopback mode.)

7123

External Loopback on Closed Ethernet Test

Like the first NI test, the external loopback on closed Etheraet test

transmits and receives Ethernet packets using the LANCE's external

loopback mode. However, instead of using a live network, the external

loopback on closed Ethernet test requires a closed loop. The closed loop

is provided by a loopback connector that must be installed either on the .
Ethernet connector at the system bulkhead or on the transceiver end of

the transceiver cable. Since the external loopback on closed Ethernet test

does not use a live network, it can be used to verify DEMNA operation

apart from the network operation.

Unlike the first NI test, the external loopback on closed Ethernet test
does not ignore events (such as retries and collisions) that occur as part of
normal network activity. Instead. the test reports thea2 events as errors.
That is why the test must be run using a closed Ethernet loop rather than
on a live Ethernet.

The number of packets to be transmitted per test pass can be specified
in decimal through the use of a command parameter. The default is 100
packets. When 0 packets are specified, packets are transmitted until

is typed.

The suecessful completion of the test indicates that the DEMNA is
functioning properly in loopback mode. The test does not verify network
operation.
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‘ 713 XMIRBD

The XMI RBIY, which consists of one test, verifies that the DEMNA can
move data between itself and host memory. Both datamove operations

and peek operations are tested. For the test to run properly, hest mamory
must be accessible to the DEMNA.

The number of datamove and peek operations executed per test pass can
be specified in decimal through the use of a command line parameter.

A parameter vaiue of n specifies n * 256 datamoves and n * 512 peeks.
A value of 1 thus specifies 256 datamoves and 512 peeks, a value of 2
specifies 512 datamoves and 1024 peeks, and so on. The default is 256
datamoves and 512 peeks per pass. When a parameter value of 0 is
specified, the DEMNA executes datamoves and peeks until is
typed.

The starting address of host memory used by the test can be specified
with a second command line parameter. The starting address must be
page-aligned. If a nonpage-aligned address is specified, the nine least
significant bite are zeroed to make the address page-aligned. The default
starting address iz 200 (hex). The test requires 4 Kbytes of memory from
the starting address to run properly.

The first command parameter always specifies the number of datamoves
and peeks executed per test pass. Therefore, if the user wishes to specify
the starting address of host memory used by the test, he or she must also
specify the number of datamoves and peeks to be executed.

The XMI RBD is a destructive test, since it destroys the contents of the
host memory locations used to execute datamoves and peeks. The user
must therefore use the /C switch when invoking the test.

Successful completion of the XMI RBD indicates that the DEMNA can
properly execute datamove and peek operations &t the same time. This
does not imply, however, that all of host memory is functioning properly.

. 7.1.4 XNARBD

The XNA RBD verifies that the DEMNA can do the following at the same

time:

°*  Transmit and receive Ethernet packets using the LANCE's external
loopback mode

°* Move data between itself and host memory

The XNA RBD is essentially a combination of the external loopback with
live Ethernet test (test 1) of the NI RBD, which transmits and receives
loopback packets, and the XMl RBD, which performs datamove and peek
operations to and from host memory.

The XNA RBD consists cf a single test. As with the XMI RBD, the number
of datamoves and peeks to be performed can be specified with an optional
parameter pl, and the starting address of host memory can be specified
with an optional parameter p2. See Section 7.1.3 for a description of these
optional parameters.
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The XNA RBD is a destructive test, since it destroys the contents of the I
host memory locations used to execute datamoves and peeks. The user
must therefure use the /C switch when invoking the test.

7.2 How to Run ROM-Based Diagnostics from the System Console -

The ROM-based diagnostics are stand-alone programs that can be
controlled and executed from the operator’s console of a VAX 6000 system
or VAX 9000 system or from the DEMNA physical console.

To run the RBDs from the system coneole of a VAX 6000 system, do the
following:

1 Enter console mode by typing the following commands at the system
prompt:

>>>2 n [FETTEN)
xxx 2 connection successfully startsd
T/R

RBDNn>
where: n is the XMI node ID of the DEMNA under test (0-F hex)
22 Use the START command along with the applicable runtime switches.

3 Terminate the diagnostics by entering the QUIT command or one of
the control characters described below.

To run the RBDs from the system console of a VAX 9000 system, substitute
the following for step 1 above:

1 Enter console mode by typing the following commands at the system
prompt:
>>>2 nm

xxx Z connection successfully started
T/R [RETTRY]

RBDM>

where: .
e nis the XJA unit number (0~3 hex)
® m is the XMI node ID of the DEMNA under test (1-E hex)

To run the RBDs from the DEMNA physical console, enter the following
command:

XNA>T/R (RETURN]
RBDN>

7.3 Console Commands and Control Characters
"he ROM diagnostic console commands are as follows:
START
¢  DEPOSIT
e EXAMINE
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e QUIT
° SUMMARY
° XFC

Each command is described in detail in the following sections. Examples
are also included. In all cases, when an illegal or invalid command is
typed, the keyboard alarm sounds, a question mark is displayed, and the
command-entry prompt is redisplayed as shown.

RBOn>Invalid Cosmand

?
RBDN>

73.1 START

The START command invokes a designated test, or group of tests, within
a specified diagnostic. The command format is:

ST{ART)n [/8wl/Sw2/...8w9 pl p2]

n
An integer th- ©  pecifies the RBD to be executed as follows:

0—aself-test RBD
1—NI RBD
2-—-XMI RBD
3—XNA RBD

Sw
Switch (see Table 7-2)

p1, p2

Parameter codes. All the NI RBD tests support one optional parameter
(p1), which is an 8-digit decimal number that specifies the number of
packets to be transmitted and received for each test pass. A value of zero
for p1 specifies that packets be transmitted indefinitely until is
entered. The default value for this parameter is one. The MOP loopback
test of the NI RBD also supports a second optional parameter (p2), which
specifies the transmit packet size. Parameter p2 must be a decimal
number for 64 to 1518. The default value for parameter p2 is 64.

The X! RBD and XNA RBD both support iwo optional parameters

(pl and p2). Parameter pl specifies the number of datamove and peek
operations executed per test pass. The default value for parameter pl is
256 datamoves and 512 peeks. Parameter p2 specifies the starting address
of host memory used by the test. The default value for parameter p2 is
200 (hex).

7-8



Diagnostics and Troubleshooting

Table 7-2 START Command Switches

Swiich

Namo

Defauit

Desgcription

/8E

1C

/DS
™E

/HS

ne

ns

nE

7-10

Bell on Error

Confirmation

Disable Status

Halt on Hard
Error

Halt on Soft Error

Inhibit Errors

Inhibit Summary

Loop on Hard
Error

No bsll

No
confirmation
Status reports

Continue on
hard error

Continue on
soft error

Error reports

Summary
reports

Continue on
error

Sounds keyboerd alarm each time an error is detected. This
is usefut when error printout is inhibited and loop-on-ermor is
specified.

Aliows the execution of dastructive tests (namely, the XMI RBD
and the XNA RBD)

Disables the printing of status reports.

Causes the diagnostic to halt on the test that detects the
first hard error. (in this context, a hard enor is defined a5 a
recovarable, repeatable error—for example, a ROM checksum
error. This differs from a tatal error, which is an unrecaversble
tault—for example, an unexpected interrupt or exception. A
fatai error always causes program abortion, regerdiess of the
state of the /HE or AE switch.) On detecting & hard eror,
the diagnostic prints an error report and a summary report,
executes cleanup code, and returns to the command-entry
prompt. It /HE is specified with /LE in the same command, the
RBD monitor indicates an error.

Causes the diegnostic 1o halt on the test that detects the

first soft error. (In this context, a soft error is defined as &
recoverable emor that goes away after retry.) On detecting

a soft error, the diagnostic prints an error report and &
summary report, executes cleanup code, and retums to

the command-entry prompt. If /HS is specified with /LS in the
same command, the RBD monitor indicetes an error. The /HS
switch is appiicabie only ior the MOP leonback test and the
external loopback on live Ethemet test of the NI RBD. The only
soft error detected Is a missing heartbeat.

Disables error reports during diagnostic execution. However,
once the diagnostic finishes, error reports are printed on the
console. The ME switch, when used with the LE switch, is
useful for module repair.

Disables the printing of summary reports after diagnostic
execution completes.

Causes the diagnostic to loop on the iest that detects the first
hard etror, even il the error is imtermittent. Type

[CTRUY} or [CTRUZ] to terminate looping and retum fo the
commend-entry prompt (RBDn>). Unless suppressed with the
/IE switch, error reports are printed on the console during the
ioop on error. In addition, a summary report is printed on the
console when looping is terminated unless summary reports
have been suppressed with the /IS switch.




Diagnostics and Troubleshooting

. Table 7-2 (Cont.) START Command Switches
Switch Name Detautt Description
is Loop on Soft Continue on Causes the diagnostic to loop on the test that detects the
Error error first soft error, even if the error is intermittent. Type

[ETRLY] or [CTRUZ] to terminate looping and retum to the
command-entry prompt (RBDn>). Unless suppressaed with
the /IE switch, error reports are printed on the console during
the loop on error. In addition, a summary report is printed

on the console whan looping is terminated unless summary
reports have been suppressed with the /IS switch. This switch
is applicable only for the MOP loopback test and the external
icopback on live Ethernet test of the NI RBD. The only soft
error detected is @ missing heartbeat.

/P=n Pass Count Ons pass Specifies the total numu:~ of diagnostic pasges. (One pass
equals one iteration of all sstected tests.) A pass count of 0
. selects an infinite number of passes. Type [ETRLY]
or [CTRLZ] to terminate a diagnostic executing an infinite
number of passes.

Tanf:m] Test Number{s] Unique Specifies a test or group of tests to be executed. if & group
to each is specified, tests are executsd in ascending numerical order.
diagnostic Both n and m are decimal values and must be within the

range of test numbers f-r the diagnosiic being exscuted. 1
an incorrect test number or lacorrect ranpe of test numbers is
specified, the RBD monitor indicates an error.

MR Enable Trace Trace disabled Prints each test number when the test finishes execution, thus
. aliowing the user to trace the progress of diagnostic testing.

Examples of START Command
] meo3>sTO

Executes cne pass of all tests of the self-test RBD.

ro]

RBD3>ST0/Pa0/Twd: 6/BR

. Executes tests 4—6 of the self-test RBD in loop-forever mode with bell-on-
error active and trace reports disabled by default. Summary, status, and
error reports are enabled by default.

RBD3>ST0/Pol/TR/HE

Executes one pass of all tests in the self-test R3D in halt-on-error mode
with trace reports enabled. Summary, status, and error reports are
enabled by default.

B  mBp3>s5T0/Te8/LE/BE

Executes one pass, by default, of test 8 of the self-test RBD in loop-on-
error mode with bell-on-error active and trace reports disabled by default.
Summary, status, and error reports are enabled by default. (If test 8
fails initially, the diagnostic loops forever, even though the test may
subsequently pass.) To stop, use
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RBD3>8T1

Executes one pass of the external loopback on live Ethernet test of the NI
RBD (which is the default test executed).

RBD3>ST1/T=l/P=0

Executes the external loopback on live Ethernet test of the NI RBD for an
infinite number of passes. To stop, use [CTRUC]

RBD3I>8T1/Te2 100

Executes one pass of the MOP loopback test of the NI RBD, during which
100 packets will be transmitted.

RBD3>8T1l/T=2 0 1000

Executes one pass of the MOP loopback test of the NI RBD, during aich
an infinite number of 1000-byte MOP loopback packets will be transmitted.
To stop, use [CTALC]

RBD3I>ST1/T=3/TR 200

Executes one pass of the externai loopback on closed Ethernet test of the
NI RBD, during which 200 packets \vill be transmitted. Trace repor's are
enabled.

RBD3>5T2/P=3 2 1000 /C

Executes three passes of the XMI KBD. Each pass will perform 512 .
datamoves and 1024 peeks. The starting address of host memory ured by
the test will be 1000 (hex).

RBD3>ST3 4 /C

Executes one pass of the XNA RBD, during which 1024 datamov s ard
2048 peeks will be performed. The starting address of host me~.ry uscd
by the test will be 200 (hex) by default.

DEPOSIT Command .
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The DEPOSIT command deposits data into XMI registers and DEMNA
memory locations. The command can deposit data only to local locations
(locations on the DEMNA module).

If the data length and/or address type are not specified, the defaults are
the data length and/or address type used by the previous DEPOSIT or
EXAMINE command. When the RBD monitor is invoked, the default

address is 0, the default address type is physical, and the default data size
is longword.

If the specified data size is too large for the location to be deposited, the
RBD monitor ignores the command and issues an error message (?). If

the specified data is too small for the location to be deposited, the RBD

monitor zero-extends the data.
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The DEPOSIT command has the following format.
D'EPOSIT] [/qualifier) [address] (data]}

address
a 1- ‘o 8-digit hexadecimal value or one of the following:

© 4, the location immediately following the last location referenced
by the previous DEPOSIT or EXAMINE command. The location
referenced by + is the last location plus the current data size (byte,
word, or longword)

e ., the location immediately preceding the last location referenced
by the previous DEPOSIT or EXAMINE command. The location
referenced by - is the last location minus the current data size (byte,
word, or longword).

e * the last location referenced by the previous DEPOSIT or EXAMINE
command. .

Iqualifiers

B Defines the data size as a byte.
18 Defines the data size as a longword. This ia the default data size.
N

n Specifies a range of addresses to which the command will
deposit data. The range staris with the address specified in
the address field of the command and continues with the next
n higher locations. The dat: spacified in the data field of the
command is deposited to all locations in the specified range. Note
that even when the starting address is specified with ™", the next
n addresses are always higher addresses (that is, "-" spacifies
only the starting address, not the direction).

P Defines the address space as physical memory. This is the
detault address type.

W Defines the data size as a word,

Exampies of DEPOSIT Command

RBD3>D/W 00001111 FEFF
Deposit word FFFF into location 00001111.
RBD3>D/B* AS
Deposit byte A5 into the current location.
RED3>D/L/N:3 00000020 0
Deposit 00000000 into locations 00000020, 00000024, 00000028, 0000002C.
RBD3I>D/W~ ASAS

Deposit word ASA5 into the previous location.
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RBD3I>D/B+ ASAS

Try to use a "byte" command to deposit an illegal byte value into the next
location.

7.3.3 EXAMINE Command

7-14

The EXAMINE command displays the contents of DEMNA XMI registers
and DEMNA memory locations. The command can examine only local
locations (locations on the DEMNA module).

if the data length and/or address type are not specified, the defaults are
the data length and/or address type used by the previous DEPOSIT or
EXAMINE command. When the RBD monitor is invoked, the default
address is 0, the default address type is physical, and the default data size
is longword.

The EXAMINE command has the following format:
E[XAMINE] [/qualifier] {address]

address
a 1- to 8-digit hexadecimal value or one of the following.

1+, the location immediately following the last location refersnced
by the previous DEPOSIT or EXAMINE command. The location ‘
referenced by + is the last location plus the current data size (byte,
word, or longword).

2 -, the location immediately preceding the last location referenced
by the previous DEPOSIT or EXAMINE command. The location
referenced by - is the last location minus the current data size (byte,
word, or iongword).

3 * the last location referenced by the previous DEPOSIT or EXAMINE

command.
If no address or equivalent (+, -, *) is specified, the address used is .
equivalent to that specified by +.
Iqualitiers
B Doafines the data size as a byte.
G Defines the address space as the CVAX general purpose register
set, ragisters 0 through 11. When /G is used, the eddress field
musi be u single hexadecimal digit batween 0 and B. These hex
digits correspond to the 12 GPRs.
L Dofinas the data size as a longword. This is the defauit data size.
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MN:n Specifies a range of addresses 10 be exemined. The range
starts with the addrese specified in the address field of the
command and continues with the next n higher locations. Note
that even when the starting addrese is epecified with *-°, the next
n addresses are always higher addresses (that is, *-° specifies
only the starting address, not the direction).

fi 4 Defines the address space as physical memory. This is the
default address type.

Dafines the data size as & word.

Examples of EXAMINE Command

Examine 20050112; it contains 0D25410D.

Examine 20050112; it contains 0D25410D.

Examine longword at 20050118; it contains 0000ABAS.

Examine longword at 20050114A; it contains 000000A5.

Examine word at 2005011A; it contains 00AB.

Examine GPR 10; it containe 0011.

B  meb3>e/L 20030112

P 20050112 0D25410D
B  Rrep3>E*

P 20050112 0D25410D
RBD3>E/L

P 20050116 OO0OOA3AS
RBDI>E+

P 2005011A 000000AS
RBDI>E /W™

P 2005011A OOAS
RBD3>E/G A

G 0000000A 0011

The QUIT command sets the Node Reset bit in the DEMNA Bus Error
(XBER) Register, thereby initializing the DEMNA and causing it to execute
a power-up self-test. If the RED monitor is being accessed through the
host's system console, must be entered after the QUIT command to
return to the console prompt. (CTRUZ] has the same function as the QUIT
~ommand. The QUIT command has the following format:

QUIIT)
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Example 7-1 Example of QUIT Command

REDI> QUIT
xxx 2 connection terminated by “P
>>>

Example 7-2 Example of SUMMARY Command

RBD3I> IUMMARY

H 4 ) 0co) 10
: 00000000 00000000 Q0000000 00000012 00000064 00000000 00000CE0O

735 SUMMARY

The SUMMARY command prints a summary report of the last di= ostic

that was executed. If no diagnostic hae been run since the RBD monitor .
was last .nvoked, the RBD monitor returns an error indication (?).

Section 7.4.3 defines the fields of the summary report. The SUMMARY
command has the following format:

SU [MMARY])

736 XFC

The XFC command forces a jump to the address loaded into Port Data
Register 1 (XPD1). The only use for this command is to invoke the
diagnostic error log reader. The XFC command has the following format:

XFC

See Section 7.5 for a description of how the XFC command is used to
invoke the diagnostic ervor log reader.

7.3.7 Control Characters

Six control characters and one special character affect the operation of the
ROM-based diagnostics. Generally, these characters are used to abort test
routines, reset the DEMNA, or exit from the console mode as described in
Table 7-3. To enter a control character, press and hold down the [CTRL] key
and then simultaneously press the desired character key once.

Table 7-3 defines the control characters and the special character
recognized by the RBD monitor.
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Table 7-3 Consgole dode Control Characters and Special Character

Character

Whan an RBD la Exacuting

When the RBD Monitor Ir Executing

[ETRLE]

i

CYRLY

Aborts test routine, executes
clearup coda, returns to
RBD monitar, and relssues
the RBDn> prompt. The
onabled moeaages for the
aborted test are printed on
the console.

Terminates console mode
and returns to the system-
level prompt (»>>>). if you
reenter the FIBD tast monitor
on the same node, the
enabled teat messages af
the aborted lest are printed
on the conaole.

is disabled when RBDs are
run from the console monitor
program.

Ignored.

ignored.

Aboris test routine, and
returns to the diagnoatic
prompt. Does not exscute
cieanup code. No test
messages are printed on the
console.

Aborts test routine, executes
cleanup cods, returns to
RBD monitor, and reissues
the RBDn> prompt. The
enabled test messages of
the aborted test are printed
on the console. Same as

ignored.

Echoss “*C", relssues RBDn> prompt.

Terminates console mode and retums
to the system-level prompt (>>»).
[CTRLZ] or QUIT must be used before
|CTRUP] to put adapter in @ known
stata. | CTRUP] is disabled when RBDs
are run from the console monitor

program.

Reprints the current command line.

Echoes “AU", aborts current command
line, and reissues RBDNn> prompt.

Echoes "*Y", relesues RBDn> prompt.

Resets the DEMNA and executes
power-up self-tes!; same as QUIT
command. Use 1o retumn to
the system console prompt (»>>).

Doletes the last character of the
current command line. The deleted
character is primted with a preceding
beckslash (\). The next valid character
typed by the user ic eubstituted for the
deleted character. The substituted
character is aleo printed with a
preceding backslash.
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7.4 Test Status and Error Reporting

ROM-based diagnostics have three types of status and error reports:
1  Error reports

2 Status reports

3 Summary reports

The following sections describe each report in detail.

7.4.1 Error Reports
Three types of errors are reported:

© System fatal errors .
® Device hard errors

e  Device soft errors

A system fatal error is an error that prevents the diagnostic from running
to completion. Such errors include unexpected machine checks during
diagnostic execution, powerfail interrupts, and certain exceptions. A
system fatal error causes the diagnostic to abort.

able to perform the current operation under test. A device hard error

is thus an unrecoverable error. After reporting a device hard error, the
diagnostic performs the action specified in the invoking command: hzalt on
error, loop on error, or continue on error (default).

A device hard error is an error that prevents the tested device from being ‘

A dcvice soft error is an intermittent hardware error that may not recur if
the test is repeated. A device soft error is thus a recoverable error. After
reporting a device soft error, the diagnostic performs the action specified
in the invoking command: halt on error, loop on error, continue on error
(default).

Figure 7-1 shows a sample error report. Table 74 lists the fields in each .
line of the report. Table 7-5 defines these fields.

Figure 7-1 Sample Error Repont

¥ 5 0co3 1@
HE CVAX RAM 00 T0006
00 5555%585 S5A555555 00000000 00001204 2004DF14 02
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Teble 7-4 Error Report Filelds

Line Fletd 1 Fleld 2 Fleld 3 Field 4 Field 5 Fleld 8 Fleld 7
1 Status Node No. Device Passzes
Typo
2 Err Type ASCH L Unit No. Test
3 Er Code Expected Received scB Address PC Err Number

Teble 7-5 Errer Report Field Definitions

Mnemonic Neme Oszcription
LINE 1
— Status The test status (pass or fail). For error reports, this field always contains an F,
indicating that the test failed.
NODE NO. Node Number  The XMl node under test. The value may range from 0-F (hex).
- Device Type The typs of module under test. 0C03 (hex) = DEMNA.
PASS Pass Count The execution pass at which the error was detected.
LINE 2
ERR TYPE Error Type The error type:
FE = system fatal error
HE = hard device error
SE » soft device error
ASCH L ASCH Loglc An ASCIl code that indicatss the failing logic:
LANCE = LANCE chip
CVAX = CVAX

CVAX_RAM = CVAX RAM

CVAX_PAR = CVAX Parity RAM
DIAG_REG = Diagnostic Regiater
EEPROM =« EEPROM

ENET = ENET PROM

EPROM « EPROM

ETH_PAR = Ethernet parity logic

INT_LIN = Interrupt lines

M_CHECK = Machine check

SSC = System Support Chip

SETUP_ER = Setup ervor for the MOP loogback test of the NI RBD (no MOP
loop servers avallable)

SHRA_RAM = Shared RAM

SHR_PAR = Shared Parity RAM
TIMEOUT « DEMNA memory bus timeout
UART = Drivers for the UART

UNEX_INT = Unexpected intorrupt
UNKNOWN = Unknown eror

XNADAL = DEMNA memory bus

XNAGA = gate array
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Table 7-5 (Cont.) Error Repont Field Definitions

Mnemonic Name Description
LINE 2
UNIT Unit Number The unit under test (always 0).
TEST Tost Number  The test that detected the error. This field alweys contains a *T~ followed by a
4-digit decimal number that indicates the test that detecied the error. A value
of zero indicates that the initialization code for the tes: falled.
LINE 3
ERR CODE Error Code The subtest of the specified test. See Appendix F for a list of error codes.
EXPCT Expected Data The expected data for certain types of data comparison efrors.
RCVD Received Data The incorrect data that wes received for a data comparisc. ..
scC8 System The system control block offset through which an interrupt was expected or .
Control Block recaived.
Offsat
ADD Address The memory location or register address at which a data comparison error or
register operation error wes detected.
PC Program The PC (program counter) value in ROM at which the error was detected.
Counter
ERR NUM Error Number A number that aliows the user to determine the particular error that occurred.
See Appendix F for a description of error rumbere for sach RBD. .
Status Reports
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Status reporis are printed during long-running tests to indicate that the
diagnostic is still running and to show the status of the diagnostic. Status
reports may also be printed when the LANCE reports an error that is
neither a hard nor soft error but is simply a retry condition. This indicates
that the LANCE is experiencing a problem (for exampie, due to network
traffic) that is not serious enough to warrant an error report. Status
reports can be printed by all of the RBDs except the self-test.

A status report consists of two lines (Figure 7-2). Table 7-6 lists the fields
in each line. Table 7-7 defines the fields.

Figure 7-2 Sample Status Report

; 8 S
H XX

0c03 1
NI_RBD 00 70001
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Table 7-6 Status Repon Fields

Line Field 1 Field 2 Fleld 3 Field 4
i Status Node No. Davice Type Passes
2 Err Type Diagnostic Unit No, Test

Table 7-7 Status Report Field Definitions

nemonic Name Deseription

Line ¢

-_— Status Report type. S = gtatus report,

NODE NO. Node Number Node under test. The value may range from 0-F
(hex).

—_ Device Type The type of module under test. 0C03 (hex) =
DEMNA module.

PASS Pass Count Number of passes completed so fer.

Line 2

-— Err Type Undefined field.

— Diagnoatic An ASCH code that indicates the following:
NI_RBD = NI diagnostic is stilt running.

‘ XMI_RBD = XM diagnostic is still running.

XNA_RBD = XNA diagnostic ie still running.

UNIT Unit Number The unit under test. Always 0.

TEST Test Number  The currently executing test.

74.3 Summary Reports

. If not disabled (with the /IS switch), a summary report (Figure 7-3) is
printed after the diagnostic has completed execution of al! requested
passes. In addition, the user may invoke a summary report by entering
the SUMMARY cor:mand.

A summary report coneists of two lines. Table 7-8 shows the summary
report fields, and Table 7-9 defines the fields.

Figute 7-3 Sample Summary Report

i P 5 0cold 10
; 00000000 00000000 00000000 00000012 00000064 00000000 00000CE0
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Table 7-8 Summary Report Fields

Line Fleld 1 Fleid 2 Field 3 Fleld 4 Fleld 5 Fleid 6
1 Status Node No. Device Type  Pacsos
UNUSED HARD ERR SOFT ERR SPEC 1 SPEC 2 SPEC 3 SPEC 4

7-22

Table 7-9 Summary Report Fleid Definitions

Mnemonic Neme Description
LIME 1
- Status The repont type. P « passed, F = feiled.
NODE NO. Node Number  The node under test. The value may range from
0-F (hex).
— Davice Type The typo of module under test. 0CO3 (hex) =
DEMNA.
PASS Pass Count The number of passes executed.
LINE 2
UNUSED Unused This fisid is unused.
HARD ERR Hard Errors The total number of haerd errore detected.
SOFT ERR Softt Errors The total number of soft errors detected.
SPeC 1 Specific io NI and XNA RBDz—~thy tots! number of refries
diagnostic necessary (hex)
XMI RBD—the total number of peek operations
performed (high-order half of the hexadecimal
count)
SPEC 2 Specific to NI end XNA RECa-~the total number of packets
diagnostic transmitted and receivad (hex)
XMI RBD—the toial number of peek operations
performad (low-order half of the hexadecimal
count)
SPEC 3 Specific « NI RBD—the otal number of bytes transferred
diagnostic {high-order haif of the hexadecimal count)
XMl and XNA RBDs—the total number of
datamove operations performed (high-order hell of
the hexedecimal count)
SPEC 4 . ecific to NI RBD—the total number of bytes transferred
diagnostic (low-order half of the hexadecimal count)

XM} end XNA RBDs—the total number of
datamove operations performed (low-order half
of the hexadecimal count)

1
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7.5 Diagnostic Error Log Reader

The diagnostic error log reader is a program in EPROM that printa

the contents of the diagnostic error log (a portion of the error history

in EEPROM). When invoked, the error log reader prints a screen that
indicates the DEMNA firmware revision, the DEMNA module serial
number, and the number of errors logged in the diagnostic error log. The

user then presses to view the error log entries. Each screen
containg a separate entry.

The error log reader is invoked by depositing the starting address of

the program, 2004C010 (hex), into Port Data Register 1 (XPD1) and then
issuing the XFC command to begin execution of the program. Type[CTRUT]
to exit the errcr log reader and return to the RBD monitor prompt.
Example 7-3 shows a sample session with the error log reader.

Exampie 7-3 Using the Error Log Reader

RBD3> D 20150100 2004C010
RBD3> XFC

sntataanaewanew DEMNA EEPROM FRROR FRAME READER V1.00 #westeveseneds

EEPROM revision and date: 0600 { 14-FEB-1990)
Module serial number: *8G915Y8879*
Logging is currently enabled fcr: Selftest NIRBD XMIRBD XNARBD

There are 2 error framea atored.

Type <CR> to continue, <CTRL/C> to abort...

----------------------- Error frame number 1 «---emce-cccccconccccene
Soquence numbar: 1
Diagnoatic number: 1
Diagnostic revisicn: 3.00
Operating mode: RBD
KMI node number: 3
Toat number: 3
Brror code:

Error number: 65
Expected data: 00000003 (X}
Received data: 00000007 (X)
SCB offget: 00000000 (X)
Falling addreas: 201004A3 (X)
PC at failure: 0001A762 (X)

Example 7-3 Cont'd. on next page
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Example 7-3 (Cont.) Using the Error Log Reader

Numbar of times logged: 1

Type <CR> to continue, <CTRL/C> tc abort...

----------------------- Error frame NUMbOr 2 ——ecucecncceccccacccccas
Sequence number: 2
Diagneatic number: 1]
Diagnostic reovieion: 3.00
Operating mode: Power-up
XMI node numbar: 3
Test number: 18
Brror code: 3
Error numbor: 5
Expactad daca: 00000000 (X)
Received data: 00800000 (X)
SCB offeat: 00000000 (X)
Failing address: 20150004 (X)
PC at failure: 20051097 (X)
Number of times logged: 2

Type <CR>» to continue, <CTRL/C> to abort...

2¢% No more errors logged w*=

Troubleshooting with ROM-Based Diagnostics .

In general, the RBDs are used when the DEMNA self-test is unable to
isolate a suspected DEMNA problem. The following is a basic procedure
for using the RBDs and the software diagnostics to troubleshoot a
suspected DEMNA problem. Figure 7—4 provides a flowchart of this
procedure.

1 Run the DEMNA gelf-test. If self-test fails, reseat the module and its

cablzs and rerun self-test. If self-test fails again, replace the DEMNA .
mociule.

2 If the JEMNA self-test passes and you still suspect a DEMNA
problem, run the external loopback on live Ethernet test (test 1) of
the NI RBD.

3 If test 1 of the NI RBD fails, use the external loopback on closed
Ethernet test (test 3) of the NI RBD to further isolate the probiem as
follows:

8. Disconnect the external Ethernet transceiver cable (BNE3) at the
transceiver end.

b. Install a loopback connector on the cable.
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. Run test 3 and observe one of the following:

If the test passes, the transceiver is probably bad. Replace the
transceiver, reconnect the cable to the new transceiver, and

rerun the test to verify proper operation. No further action is
required.

If the test fails, one of the following is probably bad:
transceiver cable, internal Ethernet cable, backplane, or
DEMNA module. Go to the next step.

. Disconnect the external transceiver cable at the system bulkhead
and install a loopback connector in its place.

. Rerun test 3 and observe one of the following:

If the test passes, the transceiver cable is bad. Replace the
cable and rerun the test to verify proper operation. No further
action is required.

If the test fails, one of the following is bad: internal Ethernet
cable, backplane, or DEMNA module. Replace the internal
Ethernet cable and install the loopback connector on the new
cable. Go to the next step.

Rerun test 3 and observe one of the following:

If the test passes, the removed cable is bad. Rerun the test to
verify proper operation. No further action is required.

If the test fails, either the DEMNA module or the backplane
is bad. If the module passes gelf-test, it is probably good, but
replace it and go to the next step.

. Rerun test 3 and observe one of the following:

If the test passes, the removed DEMNA module is bad. Rerun
the test to verify proper operation. No further action is
required.

If the test fails, the backplane is bad. Install the DEMNA
module in a different slot. Rerun the test to verify proper
operation. Consider replacing the card cage.

If test 1 of the NI RBD passes and you still suspect a DEMNA

problem, run the MOP loopback test (test 2) of the NI RBD to test the
DEMNA’ ability to communicate with another node on the network. If
this test fails, the problem is probably a network problem rather than

a DEMNA prcoblem.

If test 2 of the NI RBD passes, run the XMI RBD to the test the
DEMNA's ability to transfer data to and from host memory.

If the XMI RBD passes, the DEMNA is probably OK. If the XMI

RBD fails, the problem is probably related to the DEMINA gate array,

DEMNA XMI Corner, the XMI bus, or host memory.
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Figure 7-4 Troubleshooting Flowchart for ROM-Based Diagnostics .
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7.7 Diagnostic Patch Mechanism

The DEMNA EEPROM contains a 2-Kbyte diagnostic patch space that
holds any patches made to the diagnostic code in EPROM. When the
diagnostic code iz executing from EPROM, it checks at various strategic
points whether there is patch code in EEPROM. If there is patch code,
it is executed instead of the corresponding segment of diagnostic code in
EPROM.

When the DEMNA self-test or any DEMNA RBD is run, a checksum is
calculated for the diagnostic patch area in EEFROM and compared with
a valid checksum. If the checksum test feils, the diagnostic patch area is
declared invalid. In this case, no diagnostic patches are executed. If this
checksum failure occurs during self-test, the self-test fails, and the Bad
Diagnostic Patch Table bit in the Power-Up Diagnostic (XPUD) Register is
set. If the checksum failure occurs when an RBD is invoked, the message

BAD_PATCH

is printed on the system console before the RBD is executed.

7.8 Soitware Diagnostics

In addition to ROM-based diagnostics, the DEMNA can be tested with
software diagnostics thai are loaded into and run from host memory.
. Table 7-10 lists the soft:rare diagnostics available for the DEMNA.

Table 7-10 Software Diagnostic Programs for the DEMNA
Program Disgnostic Level  Description

EvGDB 2 A utility program that updates the firmware in the
DEMNA EEPROM and/or modifies certain flags
and parameters in the EEPROM.

EVDWC 2R An exercigser that tests the inatsliation of the host
Ethernet node and ail other nodes on the locel
Ethernet that support MOP protoocol.

EVDYE 2R A functional disgnostic that tests the functioning
of tihe DEMNA Ethermet802 pont.

7.8.1 EVGDB Program (DEMNA EEPROM Update Utility)

EVGDB is a utility program that enables a user to update the firmware
in the DEMNA EEPROM. Using EVGDB, a user can easily load a

new firmware image in the DEMNA EEPROM. The firmware image

ie contained in a file called EVGDBQ.BIN tha!l is distributed with
EVGDB. EVGDB can also be used to modify the setting of flags and other
parameters that control various aspects of DEMNA operation. Chapter 9
describes the modifiable flags and parameters in the DEMNA EEPROM
and provides a detailed example of how to »-.» EVGDB to modify these
flags and parametera.
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In addition to providing the above functions, EVGDB executes the DEMNA .
self-teat on being invoked in stand-alone mode. This provides confirmation
that the DEMNA is operating properly.

7.8.2 EVDWC Program (NI Exerciser)

The EVDWC program tests the installation of the host Ethernet node and
checke the connectivity of all other nodes on the local Ethernet.

EVDWC has the following functions:

Monitors MOP System ID messages on the Ethernet
Builde a node table for the local Ethernet

Conducts loopback testing, monitors network traffic, and permite users
to view contents of network packets

Provides online help for users .

7.8.3 EVDYE Program (DEMNA NI Functional Diagnostic)

The EVDYE program makes sure that the DEMNA NI port performs all
the functions that the VAX/VMS Ethernet port driver, EXDRIVER, may
request.
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EVDYD has 11 tests:

O© © ~N O th & W N =

Start and Stop Users test .
Transmit and Receive Ethemmet Packets test

Transmit and Receive 802 Packets test

Transmit and Receive 802 Extended Packets test

Multicast Address test

Group SAP test

Promiscuous Mode test .
CRC test

Receive Data test

10 Stress test
11 Get Status test

Tests 2-10 use either internal or external loopback facilities:

Internal loopback—If you do nothing, the above tests will use the
LANCE chip’s internal loopback.

External loopback—You must

1 Install a loopback connector on the system bulkhead or the
Ethernet transceiver cable.
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2 Use the procecure for running EVIDYE described below, with the
fc'lowing insertion after the line SEZ.ECT EXmO:

D8> SET EVENT FLAG 1 [FETUFM)

7.8.4 Running EVGDB

Chapter 9 provides a detailed example of running EVGDB.

7.8.5 Running EVDWC and EVDYE
The level 2R diagnostics, EVDYD and EVDWC, are run as follows:

1

Log into the customer service account or enter the following command
at the VAX/VMS system prompt:

$SET DEFAULT SYSSMAINTENANCE

Run the VAX Diagnostic Supervisor (VAX/VDS) with the following
command:

SRUN filename.EXE
where filename is the executable VAX/DS file as follows:

YAX System VAX/DS Flle
6000 Model 2xx/3xx ELSAA
6000 Mode! 4xx ERSAA
2000 EWSAA

On a VAX 6000 system, enter the following commands at the VAX/D'S
prompt:

DS>LOAD diagnostic _name

DS>ATTACH DEMNA HUB Exm0 n [RETURH]
D8>SELECT EXmO

DS>START

where:

diagnostic_name is the name of the diagnostic to be executed
(either EVDWC or EVDYE)

m is the unit number of the DEMNA. The DEMNA with the lowest
XMI node number is unit A, the DEMNA with the second lowest
XMI node number is unit B, and so on.

n is the XMI node ID of the DEMNA

On a VAX 9000 sysiem, enter the following commands at the VAX/DS
prompt:

DS>LOAD diagnostic_name
DS>ATTACH XJh HUB XJAXx X
DS>ATTACH DEMNA XJAx0 EXmD n
DS>SELECT EXmO

D8>START
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where:

diagnostic_name is the name of the diagnostic to be executed
(either EVDWC or EVDYE)

m is the unit number of the DEMNA. The DEMNA with the lowest
XMI node number is unit A, the DEMNA with the second lowest
XMI node number is unit B, and so on.

n is the XMI node ID of the DEMNA

x is the XJA unit number (0-3)
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8.1

8.1.1

Port Error Handling

This chapter describes the types of errors recorded and reported by the
port, the error blocks maintained by the port, the port's response to errors
that are visible to the port driver, error logging in EEPROM, and how to
restart the port from a fatal error.

The chapter includes the following sections:
o Error Types

¢ Error Blocks

¢ Error Logging in EEPROM

°o Error Response

e Restarting the Port from a Fatal Error

Error Types

From the port's perspective, there are three different types of errors:
e Fatal errors: errors that cause a port shutdown
¢ Nonfatal errors: errors that do not cause a port shutdown

o Ethernet errors: nonfatal errors arising from Ethernet activity

Fatal Errors

Fatal errors include the following:

o Machine checks on the DEMNA CVAX

o Exceptions on the DEMNA CVAX

e A node halt/restart when the port is in the initialized state
Port initialization failures

e Port driver protocol errors

¢ Port command failures

¢ Specification of more than cne buffer for a port command

o Specification of an incorrzct number of transmit buffers

e Other firmware-related errors, such as keep-alive timeouts

¢ Firmware updates

¢ A failed access to the command ring or receive ring that could not be
recovered
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If the DEMNA CVAX experiences a machine check or e.ception, the port
executes its shutdown sequence (Section 5.4). At the end of this sequence,
the port writes a fatal error block (Section 8.2.1) tc the Port Error Log
Area of the Port Data Block (PDB) and transitions to the uninitialized
state. If the port was in the initialized state, it interrupts the pori driver
if port interrupts are enabled.

If the port receives a node halt/restart when in the initialized state, it
executes its node halt/restart sequence (Section 5.2). At the end of this
sequence, the port writes a fatal error block to the PDB. The port does not
interrupt the port driver.

If port initialization fails, the port writes error status to the Port Status
(XPST) Register and remains in the uninitialized state. Port initialization
can fail for the following reasons:

¢ The DEMNA failed self-test and is not operational .
e The DEMNA determines that the base address of the Port Data Block
(PDB) is invalid

o The DEMNA determines that the contents of the PDB are invalid

The port driver can cause a fatal port error by attempting to initialize the
port when the port is already in the initialized state. If this occurs, the
port executes its shutdown sequence, writes a fatal error block to the PDB,
and, if port interrupts are enabled, interrupts the port driver.

The firmware periodically makes various internal checks to ensure that
it is running. One of these checks involves an internal keep-alive counter
that monitors whether the firmware scheduler is running. If a keep-alive
timeout occurs, indicating that the firmware scheduler is not executing
properly, the port executes its shutdown sequence, writes a fatal error
block to the PDB, and, if port interrupts are enabled, interrupts the port
driver.

The DEMNA treats an update of the firmware image in EEPROM as a

fatal error. After the firmware has been updated, the port executes its
shutdown sequence, writes a fatal error block to the PDB, and, if port .
interrupts are enabled, interrupts the port driver.

8.1.2 Nonfatal Errors

Nonfatal errors incluade the following:

° Datamove and peek errors that succeeded on the first retry or that did
not directly access the command ring or receive ring

o Buffer transfer failures
© Address translation errors

e Port command errors (for example, a command length error)

All of above errors are retried once. If the retry fails, a fatal error occurs.
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8.1.3

Port Error Handling

The port uses the datamover in the DEMNA gate array to tranefer data
to and from the ring buffers. Datamove errors are recorded in the gate
array's datainove registers and are not vigible as such to the port driver. If
a datamove error occurs, the port driver will detect ti:e error through the
error status written by the port to the appropriate ring entry.

Buffer transfer failures, port address translation errors, and port command

failures are detected by the port and reported to the port driver through
the error codes in the ring entries.

Ethernet Errors

Ethernet errors occur as part of normal network operation and do not
cause a port shutdown. Ethernet errors include transmit and receive
errors causad by activity on the Ethernet wire, as well as receive errors
caused by an insufficient allocation of system and user buffers by the
host. (See Section 10.7.1.1 for a description of the Ethernet error counters
maintained by the port.)

The port records transmit and receive errors for all users in its internal
data link counters. The user can read these counters by issuing the SHOW
KNOWN LINE COUNTERS command from the Network Control Program
(NCP). In addition, the user can monitor these counters with the Status
and Status/Error screens available through the DEMNA console monitor
program. Higher-level software, such as NCP, can read these counters by
requesting the DEMNA port driver to issue the port a RCCNTR/RDCNTR
or READ$STATUS command.

If the host allocates too few zystem (receive) buffers, the port will
occasionally have to discard a receive packet because of a lack of a
receive buffer. The port records such errors in its Receive Failures—SBUA
Counter, which is displayed in the Status/Error screen available through
the console monitor program. Higher-level sofiware can read the counter
by requesting the port driver to issue the po:t a RCCNTF/RDCNTR,
READS$STATUS, or READ$SNAPSHOT command. In addition, a copy of
the Receive Failures—SBUA Counter is located in the Port Data Block
(PDB). The PDB copy of the Receive Failures—SBUA Counter is updated
as often as once per second.

If the user allocates too few user buffers or does not process receive
packets as fast as the port is delivering them, the port driver will have to
discard a receive packet delivered to it by the port because there is no user
buffer in which to deposit the packet. The port driver records such errors
in the Receive Failures—User Buffer Unavailable (UBUA) Counter located
in host memory. The user can monitor this counter with the Status/Error
screen available through the DEMNA console monitor program. When
issued a RCCNTR/RDCNTR, READ$STATUS, or READ$SNAPSHOT
command by the port driver or when issued a Read Counters command
over the network, the port reads this counter and includes it in the
counters returned as a response to any of these commands.
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8.2.1

Port Error Handling

Error Blocks

The port maintains two types of internal error blocks: fatal error blocka
and nonfatal error blocks. The user can read these blocka with the SHOW
ERROR Hn and SHOW ERROR 8n commands, respectively, frem the
console monitor program. Higher-level software can read the ervor blocks
by requesting the port driver to issue the port a READSERROR command.
In addition, the port writes a fatal error block to the Port Error Log Area
of the Port Data Block (PDB) when a fatal port error occurs or when the
port is issved a node halt/restart (Saction §.2) when in the initialized state.

The port and port driver maintain additional error status in various
registers, counters, and the PDB. Section 2.12 and Section 2.13 summarize
this error information.

Fatal Error Blocks &

The port maintains two versions of the fatal error block: one for firmware
updates and one for all other fatal errors. Figure 8-1 and Figure 8-2 show
the layout of the fatal error blocks. Table 8~1 and Table 8-2 describe the
fields in fatal error blocks.

Figure 8-1 Firmware Update Block

Offset
»n ° (Hex)
Type 0
4
Date/Time of Error
8
XDEV Registor c
Firmware Imege Revision Number 10 .
4
Firmwere Image Revision Date !
1c
Unused 2
¢
mad-0458-60
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Table 8-1 Fleids In Firmware Update Block

Fleld Description

Type identifies the type of fatal error. A value of 4 indicates a firmware update.

Date/Time of Error The date and time at which the error ocourred. Thie value is expressed in binary
gbsolute format,
i the systom date/time was spacified in the PARAM command, the date/time is the
bese time supplied by the host plus DEMNA uptime until the error ocourred. H the
gystem datetime was not spacdified in the PARAM command, the base date/ime
defaults to 01-JAN-88. In this case, the dateAtime of error I the base time (01-JAN-88)
plus the DEMNA uptime until the error accurred.
It this field Is ell zeras, then no error occurred.

XDEV Reglster Device Registor

Firmware Image The revision number of the EEPROM firmware imege in ASCI. This 4-character

Revision Number revision number is taken from the low-order byte of the XDEV Register.

Firmware Image Tweive ASCII characters that indicate the revision date of the EEPROM firmware

Revigion Date image. The month, day, and year of the revision date are indicated—for example,
12-JUL-1989.

Unused This field is unused.
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Figure 8-2 Fatal Error Block for Other Fatal Errors

Ofiset
(Hex)
N ]
Type 0
4
Date/Time of Error
8
Ro...A12 ¢
3c
XBER Register 40
XFADR Register 44
XFAER Register 48
GACSR Register 4C
Diagnostic Register 50
XPST Register (before error) 54
XPD1 Register (before error) 58
XPD2 Register (before error) SC
XPST Register (after error) 60
XPD1 Register (after error) 64
Siack Contents &8
7C
med-0487-90
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Table 8-2 Filelds In Fatal Error Block for Other Fatal Errors

Fiold Description
Type identifies the type of fatal error. This field is ercoded as follows:
0 No error
1 DEMNA mechine check or exception
2 Node haltrestart when tho port wes in the iritialized etate
{Whaen the port receives a node haltrestart in the initialized
state, it assumes that it is being restarted from an error.)
3 Fatal orror other then machine chock or exception (for
example, a port initlalization fallure v & keep-alive timeout)
6 Oriver error. The port driver attempts to initialize the pont
when the port is already in the initialized state.
Date/Time of Error

RoO...R12

. XBER Register
XFADR
XFAER
GACSR Registor
Diegnostic Register

XPST Register
(bafore armor)

XPD1 Register
‘ {before eror)
XPD2 Rsgister

{boefore emor)

XPST Register
(after orror)

XPD1 Register

{after eivor)
Stack Contents

The date and time &t which the error occurred. This value is expressed in binary
absgolute format.

H the system date/time was specified in the FARAM command. the date/time is the
base time supplied by the host plus the DEMNA uptime until the error occurred. H
the system date/lime was not specified in the PARAM command, the base date/time
defaults to 01-JAN-88. In this case, the dateAtime of ervor is the base time (01-JAN-88)
plus the DEMNA uptime until the erroi occurred.

i this field is all zeros, then nc efror occutred.
CVAX generel purpose registera

Bus Error Register

Failing Address Register

Failing Address Extension Register

Gate Array Control/Status Register

Diagnostic Register (a DEMNA-intemal Register)
Port Status Rogister before the error was reported

Port Data 1 Register bsfore the error was reported
Port Data 2 Register before the error was reported
Port Status Register after the error was roported
Port Data 1 Register efter the error was reported

The stack contents of the CVAX at the time of the error
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8.2.2 Nonfatal Error Blocks

The port maintains three versions of the nonfatal error block:

° One for datamove and peek errors

¢  One for host interrupt errors

®  One for XMI errors reported in the DEMNA XBER Register

Figure { 3 through Figure 8-5 show the layouts of the nonfatal error
blocks. Figure 8~5 describes the fields in the nonfatal error blocks.

Figure 8-3 Nonfatal Error Block for Datamove and Peek Errors

Offset

n ] (Hex)
1]

Date/Yime of Error
8
DataMove/Pook Transaction Registers 0..3
14
XBER FRegiater 18 .

XFADR Register 1C
XFAER Register 20
Base Address of Transaction 24
meb-0468.00

Teble 8-3 Nonfatal Error Block Fields for Datamove and Peek Errors .
Field Degceription

Dato/Time of Error The dale and time at which the eiror occurred. This value
is expressed in binary absolute format.

¥ the system dateftime was specified in the PARAM
command, the datetime is the bese time supplied by
the host plus DEMNA uptime until the error occurred. If
the system dateftime was not spacified in the PARAM
command, the base date/time defaulls to 01-JAN-88.
in this case, the date/time of error is the bass time
(01-JAN-88) plus the DEMNA uptime until the error
occurred.
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Table 8-3 (Lont.) Nonfatal Error Block Flelkds for Datamove and Peek

Errors

Flald Description

Datamove/Peek i the error occurred during a datamove trarsaction, these

Registers registers are the four datamove registers (DMPORN,
DMCSRn, DMXMin, and DMNPAn). Hf the error occurred
during a peek transaction, these registers are the four
peek registers (PKXMILn, PCKMIHn, PKDATAN, and
PKDATBN).

XBER Register Bus Error Register

XFADR Register Failing Address Register

XFAER Register Failing Address Extension Register

Base Address of The base address of the failing datamove or pesk

Transaction transaction.

Figure 8-4 Nonfatal Error Block for Interrupt Errors

- (Hex)
Date/Time of Error :
GACSR Register 8
GAHIR Register (o]
GAIVR Register 10
GATMR Register 14
XBER Register 18
XFADR Register 1c
B XFAER Register 20
GACSR Address 24
meb-0460-80
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8-10

Table 8-4 Nonfatal Error Block Flelds for Interrupt Errors I
Fiald Description
Date/Time of Error The date and time at which the error occurred. This value

GACSR Register
GAHIR

GAIVR

GATMR

XBER Register
XFADR Register
XFAER Register
GACSR Address

is expressed in binary absolute format.

# the system datetime was specified in the PARAM
commend, the datetime is the base time supplied by
the host plus DEMNA uptime until the error occurred. if
the system date/ime wae not specified in the PARAM
command, the base datetime defaults to 01-JAN-88.

in this case, the datetime of error is the base time
(01-JAN-88) plus the DEMNA uptime until the error
occurred.

Gate Array Confrol end Statue Register
Gate Array Host interrupt Register
Gate Arrey IDENT Vector Register
Gate Array Timer Register

Bus Error Register

Falling Address Register

Failing Address Extension Register

The address of the Gate Array Control/Status Register
(GACSR).

Figure 8-5 Nonfatal Error Block for XBER-Reported Errors

Ofiset
(Hex)
n -]
Date/Time cf Error
0s
14
XBER Register 18
XFADR Register 1C
XFAER Register 20
Reserved 24
meb-0491-60
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Taeble 8-5 Nonfatal Error Block Flelds for XBER-Reported Errore

Flotd

Degcription

Date/Time of Error

Os
XBER Register
XFADR Register

XFAER Rogistor
Roesrved

The date and ime et which the error ococumred. Thie value
lo expreesed in binary abeolute formai.

# the syetem date/time was epecified in the PARAM
commend, the date/time la the base time supplied by the
tost plus the DEMINA uptime until the error oosurred. if
the eystem data/me wae not speoified in the PARAM
command, the base dateime defaults to 01-JAN-88.

In this cass, the date/ime of emor ls the bage time
(01-JAN-83) plus the DEMNA uptime untll the error
coourred,

Zerce; undefined

Bus Error Register

Faling Address Register

Faliing Addrege Extension Register
This fleld is reserved.

8.3 Error Logging in EEPROM

The DEMNA logs both fatal and nonfatal errors in a 1-Kbyte History Data

area of EEPROM (Figure 8-8). This area contains 31 error history entries,
each of which is 32 bytes long, and a history entry header, which is als: 32
bytes long. Each history entry provides information specific to a particular

error. The history entry header provides module-specific information,
including the number of history entries written to EEPROM sgince the
leat DEMNA power-up or reset, the console password, the module serial
number, and the module runtime.

The user can read the history entries with the SHOW HISTORY command
from the console monitor program or by writing and reading the DEMNA

Communications (XCOMM) Register. Higher-level software can read the
history entries by requesting the DEMNA port driver to isaue the port a
READ$HISTORY command.
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Figure 8-6 History Data Area in EEPROM

Offset
(Hex)

n [

History Entries 1-31

3DC

3E0
Histary Entry Headsr
3FC

med-0496-90

The DEMNA records four types of errors in the EEPROM history area:

¢ Fatal errors

° Nonfatal errors

¢ Diagnostic errors (self-test and ROM-based diagnostic errors) .
°*  Firmware updates

Table 8-6 indicates which history entries are allocated to which error types
and the conditions under which each error type is logged in EEPROM.

Table 8-6 EEPROM History Error Types
History Entries

Atiocated to This .
Error Type Error Type Logging Information
Fatel error Entries 1-8 Logged immediately after a fatal error occurs. Entries are written over if

more fatal errors occur than can ba recorded. Logging stops atter 32 fatal
errors have been recorded.

Nonfatal er ors  Entries 8-18 For a datamove error, peck error, of host interrupt error: logged
immediately after the error occurs. For XBER-reported errors: logged
after the firmware polls the XBER Register and discovers the error.
Logging stops aiter 16 nonfatal errors have been recorded.
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Table 8-6 (Cont.) EEPROM History Error Types

History Entries
Allocated to This

Error Type Error Typa Logging Information
Diagnostic Entries 17-24 Logged immediately after each self-test error, NI diagnostic error, XMI
orrovs

diagnostic error, or XNA diagnostic error, provided that error logging is
enabled by the corresponding EEPROM flag. Entries are not averwritten
i more diagnostic errors occur than can be recorded. Logging stops after
eight diagnostic errors have been recordad.

Firmware Entries 25~31 Logged after each firmware update. Entrias are writtan over if more

updates

firmware updates occur than can be recorded. There is no limit on the
number of firmware updates that are logged.

History Entry

The history entry has two basic formats: one for diagnostic errors and ore
for all other errors. Figure 8-7 and Figure 8-10 show the history entry
layouts. Table 8-7 and Table 8-10 describe the history entry fields.

Figure 8~-7 History Entry Format for Diagnostic Errors

Offset
(Hex)
N 18 15 8 7 0
Sequence Number Count Error Type
4
Error Log Information
1C
meb-0483-90

Table 8-7 Flelds In History Entry for Diagnostic Errors

Field Description

Error type The error type for diagnostic errors is 5.

Count The number of times that this type of diagnostic error has been recorded.
Sequence # The history entry number, which ie an integer from one through 255. This number

Error Log Information

Indicates tiio order in which the entry was logged with respect to other history entries,
Lower-numbered entries were logged before highar-numbered entries.

Eight longwords that supply the following data:
Longword 1 See Figure 8-8 and Table 8-8
Longword 2 See Figure 8-9 and Table 8-9
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Table 8-7 (Cont.) Flelds in History Entry for Diagnostic Errors

Fleid Description
Longword 3 Expected data
Longword 4 Received data
Longword 5§ System control block (SCB) offset
Longword 6 Memory address
Longword 7 Program counter (PC) at failure
Longword 8 Reserved

Figure 8-8 Longword 1 of History Entry for Diagnostic Errors

3 18 18 ”wn a7 [}

'_____ Error Count

Diagnostic Number
Reserved
Diagnostic Revision

meb-0351-89

Table 8-8 Longword 1 of History Ertry for Diagnostic Errors—Field
Descriptions

Blits Fietld Description

31:16 Diagnostic Revision Two ASCIl numbers that indicate the revision
number of the diagnostic. For exampls, 39 33
(ASCH) = revision 3.9. ‘

16:12 Reserved Thess 2. are reserved.

118 Diagncastic Number A binary field that indicates which test reported the
erol. 0 = polf-test. 1 = NI RBD. 2 = XMI RBD. 3 =
XNA RBD.

70 Error Count The number of times (in binary) that this type of
diagnostic error has occurred.
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Figure 8-9 Longword 2 of History Entry for Diagnostic Errors

3 26 1918 8 7 43 0

I L Nodein
Test Type
Test Number

Sublest Number
Error Number

meb-0352-60

Table 8-9 Longword 2 of History Entry for Diagnostic Errors—Field

Descriptionsg

Bite Fleid Description

31:24 Error Number See Appendix F for a listing of error numbers.

23:16 Subtest Number Number (hex) of the falling subtest. {See
Appondix F.)

15:8 Test Number Number of the failing test. (See Appendix F)

74 Test Type 1 = power-up mode; 2 =« RBD mode

30 Node ID XMI node ID (hex) of the DEMNA

Figure 8-10 History Entry Format for All Other Errors

Oftset
(Hex)
i 1015 87 (4]
Sequence Number CGount Emot Type 0
4
Date/Time of Eror
8
c
Error Log In‘ormation
1C
meb-0591-80
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Table 8-10 Flelds In History Entry for All Other Errors
Fleld Description

Ermos type The emos type, encoded as followa:

No error

Meachine chook

Node halt

Fatal ervor

Firmware update
XBER-detected ervor

Peok, datamave, or imterrupt falled
Count The number of timee that this epecific emor has been recorded.

Sequence @ The history entry number, which is a number from one tiwough 31. This number
indicates the ordsr in which the entry wasa logged with respect to other history entrise.
Lower-numbered entriea were lopgged befere higher-numbered entries.

Date/Time of Error The dete and time at which the error cocurred. This value is expressed in binary
abasiute format.

i the eystem date/ime weasp gpecitiad in the PARAM command, the date/time is the
bage time supplied by the haat plue tho DEMNA uptime unil the errer cocurred. if
the system dataftime wase nat epecified in the PARAM command, the base date/time
dafauka to 01-JAN-83. In this case, the date/ime of error In the bage time (01-JAN-88)
plus the DEMNA uptime until the error cocurred.

Eror Log Information Five longwords that supply emror information spacific to the enor type. The error
informeation supplied for each error lype is as follows:

~N 0 &b N = O

Datamove Emror
Longword 1 X8ER Regloter
Longword 2 XFADR Regietsr
Longword 3 XFAER Regleter
Longword 4 DMPORN Register
Longword 5 DMCSRn Regiater .
Exception
Longword 1 Pending Port Stee Regietar (XPST_Pending). The value

that wifl be loaded irto the XPST Reglster after the next etate
change (after ervor handiing hes been completed).

Longword 2 Pending Port Deta 1 Register (XPD1_Pending). The velue
that wil be loaded into the XPD1 Reglster after the next etate
change (afier error handling has been completed).

Longword 3 Address of call to shutdown requadt.
Longword 4 Addresa of encepiion,
Longward 8 Exosption number {(offest into eystem contrel block (SCB)).
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Table 8-10 (Cont.) Fieids in History Entry for Ali Other Errors

Fleld Description

Eror information (cont.)

Longword 1

Longword 2

Longword 3
Longword 4
Longword 5

Longword 1
Longword 2

Longword 3-5

. Longword 1

Longword 2

Longword 3

Longword 4
Longword 5

Longword 1

Longword 2

Longword 3
Longword 4
Longword 5

Fatal Eror

Pending Port Status Register (XPST_Pending). The value
that will be loaded into the XPST Register after the next state
change (after error handliing has been completed).

Pending Port Data 1 Register (XPD1_Pending). The velue
that will be loaded into the XPD1 Register after the next state
change (after error handiing has been completad).

Longword 1 of the atack when the emar oocurred.
Longword 2 of the stack when the emor occurred.
Longword 3 of the stack when the emor occurred.

Firmware Update
XDEV Register

Four ASCIl numbers that indicats the DEMNA fimware
revigion. For exampile, 30313233 (ASCH) = revigion 01.23.

Firmware revision date and time (binary).

Machine Chack

Pending Port Stetus Register (XPST_Pending). The value
that will be loaded into the XPST Register after the next state
change (after error handling has been completed).

Pending Port Data 1 Register (XPD1_Pending). The velue
that will be loaded into the XPD1 Register after the next state
change (after error harviing has besen completed).

Machine check code (usually 80-83, which indicate an invalid
address).

Most recent memory address.
imernal state information 1.

Node Hah

Pending Port Status Register (XPST_Pending). The value
that will be loaded into the XPST Register after the next state
change (after error handiing has been completed).

Pending Port Data 1 Register (XPD1_Pending). The vealue
that will be loaded into the XPD1 Register afier the next state
change (after error handiing has besn completed).

Longword 1 of the stack when the node halt occurred.
Longword 2 of the stack when the node halt occurred.
Longword 3 of the stach when the node halt occurred.
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Tabie 8-10 (Cont.) Fields in History Entry for All Other Errors ‘
Fleld Description
No Error
Longword 1-5 Zeros; undsfinad
Peok Error
Longword 1 XBER Register
Longword 2 XFADR Register
Longword 3 XFAER Rogister
Longword 4 XMIL Register
Longword 5 XMiH Register
XBER Efror
Longword 1 XBER Register
Longword 2 XFADR Register
Longword 3 XFAER Register
Longword 4-5 Zeros; undefined
8.3.2 History Entry Header ‘
The history entry header contains error information and various

operation parameters. The cperation parameters can be modified with the
DEMNA EEPROM Update Program, EVGDB, as described in Chapter 9.
Figure 8-11 shows the layout of the history entry header. Table 8-11
describes the fields in the history entry header.
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Figure 8-11 History Eniry Meader

Offset

(Hex)

3 1413

Reserved EEPROM Flage 0
Update Coumt 4

8

Console Password
C
14
Module Serial Number

18

Runtime 1C

mu-0492-90
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Table 8~11 History Entry Header—Field Descriptions

Fleld Dagcription

EEPROM Flags Flags that control various aspects of DEMNA operation. See Figuie 8-12 end
Table 8-12.

Regerved This field is reserved.

Update Count The number of times that a history entry has been writ: .. 10 DEMNA EEPROM since

the last DEMNA power-up or reset. if no unused history entries are available, used
history entries may be written over. The update count can thus be greeter than the
total number of history entries in EEPROM.

Console Password An B-character ASCI field thet indicates the password that must be used to connect to
the DEMNA console monitor program.

Module Serial Number A 12-character ASCI| field that identifiee the module.

Runtime The total DEMNA uptime since the DEMNA EEPROM was initislized. The runtime is .
expressed in units of 524,288 seconds (6.068 days).

Figure 8-12 EEPROM Flags

1B4312111080 S 43210

Os
I—E Remate Boot Enabled
Remote DEMNA Console Enabled
Local DEMNA Console Enabled
DEMNA Monitor Faciiity Enabled
Promiscuous Mode Enabled
Salt-Test Logging Enabled
N! RBD Logging Enabled
Xidt RBD Logging Enebled
XNA RBD Logging Enabled
Disgnostic Logging Enabled .
Ervor Frame Overflow
meb-0485-20
Table 8-12 EEPROM Flag Descriptions
Bite Name Description
15 Emor Frame Overflow  When sat, indicates that one more diagnostic errors could not be written to
EEPROM because all the history entries allocated for diagnostic errors have
been written.
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Table 8-12 (Cont.) EEPROWM Flag Descriptions

Bite Name Description
14 Diagnostic Lugging When set, enables the logging of seli-test and RBD errors to EEPROM. When
Enabled cleared, disables this function,
13 XNA RBD Logging When set, enables the logging of XNA RBD errora to EEPROM. When clsared,
Enabled disables this function. For XNA RBD errors fo be logged, diagnostic error
logging must be enabled, as well.
12 XMI RBD Logging When set, enables the logging of XiMI RBD errors to EEPROM. When cleared,
Enabled dieablog this function. For XMI RBD errors to be logged, diagnastic emor
logging must be enabled, as weoll.
1 NI RBD Logging When set, enables the logging of NI ROM-based diagnostic (RBD) efrors to
Enabled EEPROM. When cloared, disables this function. For NI RBD errore to be
logged, diagnostic emror logging must be enabled, as well.
10 Self-Test Logging When sat, enables the logging of self-test errors to EEPROM. When cleered,
Enabled disables this function. For self-test arrors to be logged, diagnostic emor logging
must be enabled, as woll.
25 Reserved Reserved. Must be zeros.
4 Promiscuous Mode When set, the DEMNA operates by defauk in promiscuous mode. When
Enabled cleared, tha DEMNA does not operate in promiscuous mode by defeult. (An

application can override a flag sefting of No by stering up a promiscuous user.)

In promiscuous mode, the DEMNA receives all packets on the network,
regardiess of @ packet's destination. The DEMNA console monitor program
uses this information to determine characterigtics of the network traffic. ¥ no
users defined to the DEMNA are enabled for promiscuous mode, the DEMNA
discards the packets not addressad to @ DEMNA user. Otherwise, the DEMNA
delivers all received pachets to each DEMNA user for whom promiscuous
mode is enabled. (See Section 2.9 for further information on DEMNA operation

in promiscuous mode.)
3 DEMNA Monitor When set, enables operation of the DEMNA monitor feciiity, which monitors
Facility Enabled network operation. When cleared, disables the DEMNA monitor facility.
2 Local DEMNA When set, enables the DEMNA console monitor progrem to be accessed from
Console Enabled the iocal network nods and from the DEMNA physical consale. When cleared,
. denies access to the console monitar program from the local network node and
the DEMNA physical consoie.
| Remote DEMNA When set, enablss the DEMNA console monitor program to be eccessed from
Console Enabled a remote network node. When cleared, denies access to the console monitor
program ‘rom a remots node.
(1] Remots Boot Enabled When set, enables the DEMNA to participate in remote booting over the
natwork. Whan cleared, disables this function. See Appendix C for further
information.

8.4 Error Response

From the perspective of the port driver, the most important aspect of the
port's error response is whether the port shuts down. The port driver is
alerted to a port-detected error by means of the following:

¢ The State Qualifier field in the XPST Register
® The error codes written by the port to the command and receive rings
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e A port-generate. interrupt when any of the hard error bits in the
XBER Register are written (provided that port error interrupts are
enabled)

¢ The fatal error block and counters in the Port Data Block (PDB)

In addition, the port driver may issue RCCNTR/RDCNTR,
READ$STATUS, and READ$ERROR commands to read the port’s
data link counters, status information, and error blocks, respectively.
Table 8~13 through Table 8-16 indicate the following error response to
various types of DEMNA-detected ervors:

¢ DEMNA hardware response
e DEMNA firmware response

® Port driver response and user vigibility




Teble 8-13 Ethernet Error Response

Port Error Handling

Driver Reeponse and
Error Hardware Responee Firmware Response User Visiblity
Lose of Carrier LANCE completes Retuma TranemR Falled—{.000 of Statue
tranamizsion of the Carrier omror to host command ring
packat and continues entry, incremenis Send Fellureo—
to tranemik and rocolve Leas of Carler counter, and
packata, ocontinues e2 normel
Late Coliision LANCE dogs not retry Retuma Tranemit Falled—Late Statue
this eror. LANCE Coliialon error to hoat command ring
oontinues 15 tranamit entry, incremente Send Fallureo—
and reosive packets. Late Colligion counter, and continues
e normal
Retry Emor LANCE eborts Retume Tranemk Falled--Retries Status
(excassive tranemiasion of the Exhausted error to hoat commarnd
caillalons) packat and continuen ring, increments Send Fellureo—
to tranemit and recalve Retries Exhavsted counter, end
subsgquent packets. continues as normal.
Framing Error LANCE continues to Retums Recoive Falled—CRC Error  Counters
tranamh and recolve to host receive ring, iIncrements
pachats. Reoceive Falluree—Framing Emor
counter, diecards the packet, and
continues as normal.
CRC Error LANCE continues to Retums Reocsive Falled—CRC Ermor  Courtere
tranemit and receive to host recsive ring, increments
packets. Recelve Falluree—CRC Emor
counter, diecards the packet, and
continues &s normel.
Collislon Ervor LANCE continues to increments Send Faliures—Collision  Countere
{(hoartbsat) tranamh and receive Check Fallure counter and continues

packsis.

as normal.

Key to Drivsr Response and User Vislblity

Statue—The driver retuma tranemht emor slatus to the user application and continues as normal, The user
application eoes this ercr staius in the VO Statue Block pointed to by the falling QIO opaeration (if epplicable)
o7 in device counters examined with a SHOW LINE COUNTERS command from the Network Control Progrem
(NCP) or with a MOP (Maintenance Operationa Protoool) REQUEST COUNTERS command.
Countere~The driver naver notices the error. The user epplication sees the error in DEMNA counters by leauing
a SHOW LINE COUNTERS command from NCP or by lssuing a MOP REQUEST COUNTERS command.
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Table 8-14 DEMNA-Internal Errors that Atiect the LANCE

Driver Responee end

Error Herdware Reaponae Firmwere Respones User Visibility
Miee Error LANCE oontinues to increments Reoeive Fallures—Data  Countere
transmit and recoive Overrun counter end continues as
pachets. normal.
Overflow (Excees  Packet i2 not recelved increments Receive Fellures-— Counters
of 21-microgecond  complotely. LANCE Data Overrun counter and
bue latenoy en continues to tranamit wnd  Overflow/Undarfiow counter and
recelve DMA) ronsive packets, continuee as normal.
Underfiow (excess  Packet la incompletely Increments Overfiow/Underflow Status
of O microagconde  tranemitad, resulting in countar, restarts the LANCE,
on ranemit DMA)  tranemisalon of a rum increments LANCE Reetarte counter,
packet or packet with and continues as normal.
CRC errar. The LANCE
transmitter ls shut off,
but the LANCE receiver
continues to function.
Memory Ervor LANCE transmittor and  Saves intemel status in @ fatal error  Shutdown
recsiver are shut off. block, increments Memory Error
counter, stops command and reosive
ring processing, and ehuts down the
port.
Perity Errer Parity logic on the Saves intemal status in @ fatal error  Shutdown
(detectad by DEMNA detecte & parity  block, incroments bismory Error
oxternal teglo error and causes the counter, etops command and receive
while LANCE s LANCE to experience a  ring processing, end shute down the
bue master) memory efTor. port.
LANCE/Gate Amay DEMNA logic detecis Reasets the LANCE or gate array, Shutdown
Gramt Timeout a timeowut and sate the saves statue in a tatal errer block,
(detected by the Grant Timeout bit in etops commend end reosive ring
timeout logic) the DEMNA Diagnostic  proosssing, and shuts down the port.
Regieter. ERR Is then
aseerted to the CVAX,
which cauges the CVAX
to machina check.
Powerfall Nonmasakable powariall Saves intemal statuz in @ fatal eormor Shutdown
interrupt sent to CVAX, block, stope command end recelve

ring proocsssing, and shuts down the
port.

Key to Driver Responss and User Visibliky

Statug—The driver retums tranemit emor status to the user epplication and continues as normal. The user
appiication sees this eror status in the VO Status Block pointed to by the falling QIO operation (i appliceble)
or in device oountere oxamined with a SHOW LINE COUNTERS command from the Network Control Progrem
INCP) or with a MOP (Maintenance Ooerctions Srotocol) REQUEST COLTERS command,
Countere-—The driver nsver notices the eror. The user application sees the error in DEMNA oounters by issuing
@ SHOW LINE COUNTERS command from NCP or by issuing a MOP REQUEST COUNTERS commaend.
Shutdown—The driver records a port shutdown error, retums ouistanding tranemits to users with a transmit
errol, end shuts down ell usera. The user application sees this orror ee @ Circult Down error in device counters

oxamined with a SHOW CIRCUIT COUNTERS command from NCP. The uesr application sees subsequent and

outstanding QIO requests retumed with transmit fallure status,
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Table 8-15 Merdware Errors thet Affect the CVAX

Port Error Handling

Driver Reaponea and

Error Hsrdware Responsge Firmware Responee User Vielblilty
Nenexiatent The CVAX machine Saves intomal status in @ fetal error  Shutdown
Memaory Emwor checlo. block, stops command and receive
ring processing, and shute down the
port.
internal CVAX Unexpected interrupt Saves Intemel statue in a fatal error  Shutdown
exception handier lo activated, block, etops command and recelve
(unaxpected ring proceasing, end shuts down the
exception) port.
XM Node Halt (bR  Halt asserts to the CVAX  Running from CPROM (Boot ROM),  Shutdown
20 sat in the XBER and the CVAX restaris the fimware determines thet a node
Reglater) with & restant code of halt occurred and does node halt
02. The CVAX starts procassing.
execution at 20040000
{Boct ROM;).
Fatal Parit; Error The CVAX machine Saves current status in a fatal emror  Shutdown
Detected by the checks. biock, stops command and receive
CVAaX ring processing, and shuts down the
port.
Unexpected Either the LANCE or the  ignores the interrupt. None
Interrupt from gate array inliates an
LANCE or Gate unexpected irterrupt to
Array the CVAX. The reason ls

unknown,

Hey to Driver Responss and User Vielblilty

Shutdown—The driver records a port shutdown error, retums outstending transmite to users with a transmit
error, and shuts down all vsers. The user application sees this error as a Clrcuit Down error in device counters
examined with a SHOW CIRCUIT COUNTERS command from the Network Control Program (NCP). The user
appilcation sees subseguent and cutstanding QIO requests retumed with transmit failure slatue.

8-25



Port Error Handling

Table 8-16 XMl Errors

Error

Hardwsre Response

Firmware Response

Driver Response and
User Vialbitity

Parity Ervor

Wreite Sequsnce
Ermor

Read/IDENT Data
NO ACK

Write Data NO
ACK

The gate array sefs
the Parity Error bit

in the DEMNA Bus
Error (XBER) Register,
NO ACKs the XMl
transaction, and
continues.

The gate array sets
the Write Sequence
Error bit in the XBER
Register, NO ACKs the
XMi transaction, and
continues.

The gate array sets the
Read/IDENT Data NO
ACK bit in the XBER

Register and continues.

The gate array sets the
Write Daisx NO ACK bit
in the XBER Register
and continues.

The firmware polis the XBER
Register periodically to see if

the Error Summary bit is set. On
discovering that this bit is set, the
firmware saves current siatus in a
nontatal error block, sends an error
interrupt to the port driver if emor
interrupts. e er.abled, and proceeds
normally.

The firmware poils the XBER
Register psriodically to see i

the Error Summary bit is set. On
discovering that this bit is set, the
firmware saves current status in a
nonfatal eiror block, sends an error
interrupt to the port driver if efror
interrupts are enabled, and proceeds
normailly.

The firmwars polls the XBER
Register periodically to see if

the Error Summary bit is set. On
discovering that this bit is set, the
firmware saves current status in a
nonfatal error block, sends an etror
interrupt to the port driver it error
interrupts are enabled, and proceeds
normatly.

The firmware polls the XBER
Register periodically to see i

the Frror Summary bit is set. On
discovering that this bit is set, the
firmware saves current status in a
nonfatal arror block, sends an error
interrupt to the port driver if errcr
interrupts are enabled, and proceeds
normally.

Possible Crash

Possible Crash

Possible Crash

Shutdown, if retry
failed. None, if retry
succeeded.

Key to Driver Responge and User Visiblilty

Shutdown—The driver records a port shutdown error, returns outstanding transmits to users v-ith & trarismit
arror, and shuts down all users. The user application sees this error as a Circuit Dewn eor in device counters
axamined with a SHOW CIRCUIT COUNTERS command from NCP. A user application sees subsegquent and
outstanding QIO requests returned with transmit failure status.
Crash—The DEMNA driver machine checks if it initiated the transaction that experienced the error. This causes
a system crash. U the driver did not initiate the transaction that experienced the error, the result cannot be

characterized here. The system may crash.
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Table B8-16 (Cont.) XMI Errors

Port Error Handling

Error

Hardware Response

Firmware Response

Driver Response and
User Viaibiiity

No Read
Respongas

Read Sequence
Ermor

Read Eror
Responsge

Command NO
ACK

This error is always

set in conjunction with
another emor. The gate
array sets the No Read
Response bit in the
XBER Register and
sets emor status in the
appropriate datamove or
peek register.

The gate aray sots the
Read Sequence Emor
bit in the XBER Register
and continues.

The gate array sets the
Read Error Response
bit in the XBER Register
and sets error status

in the appropriate
datamove or peek
register.

The gate array sets the
Command NO ACK bit in
the XBER Register and
sets error status in the
appropriate datamove or
peek register.

The fumware polis the XBER
Register periodically to see H

the Error Summary bit is set. On
discovering that this bit Is sat, the
firmware saves current status in

a nordatal emor block, retries the
transaction, sends an error interrupt
to the port driver it error interrupts
are enabled, and proceeds normally.

The firmware polls the XBER
Register pariodically to see it

the Error Summary bit is seil. On
discovering that this bit is set, the
firmware saves current status in a
nonfatal error block, sends an error
interrupt to the port driver if error
interrupts are enabled, and proceeds
normally.

The firmware polis the XBER
Register pariodically to see if

the Error Summary bit is set. On
discovering that this bit is set, the
firmware saves current status in

a nonfatal error block, retries the
transaction, sends an error interrupt
to the port driver if arror interrupts
ars enabled, and proceeds normally.

The firmware polis the XBER
Register pariodically to see if

the Error Summary bit i set. On
discovering that this bi is set, the
firmware saves current status in

a nonfatal error block, rotries the
transaction, sends an erfor interrupt
to the port driver if ercor interrupts
are enabled, and proceeds normally.

Shutdown.

Shutdown, if retry
failed. None, if retry
succeeded.

Shutdown, if retry
failed. None, if retry
succeaded.

Shutdown, if retry
failed. None, if retry
succeeded.

Key to Driver Reaponse and User Visibility

Shutdewn—The driver records a port shutdown error, returns outstanding transmits to users with a tranemit
omor, and shuts down all users. The user application sees this error as a Circult Down error in davice counters
examined with a SHOW CIRCUIT COUNTERS command from NCB. . ucs: application sees subsequent and
outstanding QIO requests retumed with transmit faiiure status.
Crash-—The DEMNA driver machine chacks if it initiated the transaction *nat experienced the error. This causes
a system crash. i the driver did not initiate the transaction that experienced the error, the result cannot be
characterized here. The system may crash.
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Table 8-16 (Cont.) XA Errors

Driver Reaponse and

Error Hardware Hesponse Firmware Response User Visiblity
Tranaaction The gate array sets the  The firmware polls the XBER Shutdown.
Timeout Transaction Timeocut bit Regiater periodically io see
in the XBER Register the Error Summary bit is set. On
and sets error status discovaring that this bit is set, the
in the appropriate firmware saves currert status in
datamove of nagk a nordatal ervor block, retries the
roglater. transaction, sends an error interrupt
to the port driver if error interrupts
are enabled mally.

ey to Driver Response and User Vioiblilty

Shutdown—The driver records a port shutdown error, returng outstending transmits to users with a transmit
eror, and shwts down all users. The user application sees this error as a Circuit Down error in device counters
examined with » SHOW CIRCUIT COUNTERS command from NCP. A user application sees subsequent and
cutstanding QIO reguests returned with tranamit failure status.

Crash—The DEMNA driver machine chacks if it initiated the transaction that experienced the error. This causes
a systam crash. if the driver did not initiate the transaction that experienced the error, the result cannot be
characterized here. The vystem may crash.

Restarting the Port from a Fatal Error
There are three ways of restarting the port from a fatal port error: .

® Issuing an INITIALIZE command to the port by writing the Port
Control Initialization (XPCI) Register (after setting up the the Port
Data Block and the XPD1 and XPD2 Registers)

* Causing the DEMNA to perform a node halt/restart {(Section 5.2) and
then issuing the DEMNA an INITIALIZE command

s [ssuing a node reset to the DEMNA (Section 5.1), which causes the
DEMNA to execute its power-up/reset sequence, and then issuing the
DEMNA an INITIALIZE command

These methods are listed in order of increasing overhead and increasing
forcefulness. For example, an INITIALIZE consmand involves the least
overhead but is also the least forceful method. A node reset is the most
forceful method but involves the most overhead. Thus, if the INITIALIZE
command does not restart the DEMNA from a fatal port error, a node
halt/restart should be tried, and if the node halt/restart does not work, a
node reset should be tried.
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How to Update the DEMNA EEPROM

This chapter describes how to use the DEMNA EEPROM Update Utility
(EVGDB) to update the DEMNA EEPROM. The chapter contains the
following sections:

¢ Introduction to EVGDB
o How to Modify Flags and Parameters in EEPROM
¢ How to Update the Firmware in EEPROM

9.1 introduction to EV_é 0B

EVGDB is a software diagnostic. Table 9-1 specifies the distribution
media for EVGDB for VAX 6000 and VAX 9000 sy#ierns.

Table 9-1 Distribution Media for EVGDB

System Tape Name Tepe Part Numbar
VAX 6000 Model 2xx  VAX 6000-200 Console TK50 AQ-FJ77'~-ME
VAX 6000 Mode! 3xx VAX 6000-300 Console TK50 AQ-FK80"-ME
YAX 6000 Model 4xx VAX 6000-400 Console TKS50 AQ-FK87'-ME
VAX 8000 VAXS000 CNSL + UCODE Tape  AQ-PAKJ'-ME

EVGDB contains six sections, each of which performs a different set of
functions as desc ‘“ed in Table 9-2.

Table 9-2 EVGDB Sections

Section Name Description

PARAM Aliows the user to examine and, it desired, modify the user-sattable
flags and parametars in EEPROM.
UPDATE Allows the user to load a new image into the DEMNA EEPROM. Also

allows the user to examine and modify (if desired) the user-settable
flags and parameters in EEPRGM.

VERIFY Allows the user to load a new image from the EVGDB distribution
media into the system’s main memory and verify against this image
the image in DEMNA EEPROM.

MFG Allows the user 1o lcad & new image inle the DEMNA EEPROM and
to examine the flags and parameters in EEPROM. Clears the error
log in EEPROM and initializes the flags and parameters in EEPROM.

DEFAULT it no section is specified, the DEFAULT section is run. The DEFAULT
section is identical to the UPDATE section,
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Table 9-2 {Cont.) EVGDB Sectlons

Secllon Name Description

INVAL Allows the uger to invalidete and initialize the EEPROM contents.
thus causing the DEMNA to run from EPROM. The INVAL section is
used to enable EEPROM updates when the rormal procedure (using
the UPDATE or DEFAULT sections) does not work.

EVGDB can be run in stand-alone mode under the VAX Diagnostic
Supervisor (VAX/DS) or in online mode under the VAX/'VMS operating
system. Step 1 in Section 9.2 indicates how to run EVGDB under VAX/DS.
Step 2 in Section 9.2 indicates how to run EVGDB under the VAX/'VMS
operating system.

EVGDB has two event flags that control which flage and parameters can
be modified during a given pass of EVGDB. If no event flags are specified
(the default case), only the following flags can be modified:

¢ KEnable Remote Boot
¢ Enable Remote DEMNA Coneole

¢ Enable Promiscuous Mode

These flags are normally the only EEPROM flage and parameters that
are accessible to the user. Table 9-3 specifies which additional flags or

parameters each event flag makes accessible. .
Table 9-3 EVGDB Event Flags
Event Flag Flags or Parameter Made Accessible
1 Enable Local DEMNA Console Flag
Enable DEMNA Monitor Facility Flag
Enable Diagnostic Logging Flag
Enable Seli-Test Logging Flag
Enable N! RBD Logging Flag
Enable XMI RBD Logging Fiag .
Enable XNA RBD Logging Flag
3 DEMNA Console Password

Event flags ar2 specified with the following command at the VAX/DS
prompt before EVGDB ia invoked:

D8>SET EV flag(s)

where flag(s) is one or more event flage. Multiple event flags are separated
by commas—for example: 1,2,3.
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How to Modify Flags and Parameters in EEPROM

Table 9-4 describes the modifiable flags and parameters in DEMNA

EEPROM.

Table 9-4 Modifiable Flags and Parameters in EEPROM

Flag/Parameter

Description

Enable Remote Boot
Flag

Enable Remote DEMNA
Console Flag

Enable Local DEMNA
Consols Fiag

Enable DEMNA Monitor
Faciiity Flag

Enable Promiscuous
Mode Flag

Enable Diagnostic
Logging Flag

Enable Sell-Test Logging
Flag

Enable Ni RBD Logging
Flag

Whan set to Yes, enables the DEMNA to participate
in ramote booting over the network. When sst to
No, disables this function. See Appendix C for further
Information on remote booting cver the network.

When set to Yes, enables the DEMNA console monitor
program to be accessed from a remote natwork node.
When set to No. denies access to the console monitor
program from a remote node.

When get to Yes, enables the DEMNA conscle monitor
program to ba accessed from the local network node
and from the DEMNA physiral console. When set to No,
denies access to the console monitor program from the
local nstwork node and the DEMNA physical console.

Whan st to Yes, enables opersation of the DEMNA monitor
facility, which monitors network operation. When get to
No, disables the DEMNA monitor facility.

Wiien set to Yes, the DEMNA operatez by default

in promiscuous mode. When get to No, the DEMNA
does not operate In promiscuous mode by default. (An
application can override a flag setting of No by starting up
a promiscucus user.)

in promincuous mode, the DEMNMA receives all packets
on the network, regardless of a packet's destination.

it no users defined to the DEMNA are enabied for
promiscuous mode, the DEMNA discards pachkets that
are not addressed 10 a DEMNA usar. Otherwise, the
DEMNA delivers all received packets to each DEMNA
user for whom promiscuous mode iz enabled. (See
Section 2.9 for further information on DEMMA operation in
promiscuous mufe.)

Vhen set to Yes, enables the logging of seli-test and RBD
errors to EEPROM. When set to No, disables this funstion.

When set to Yes, enables the logging of sell-test errors
to EEPROM. When set to No, disables this function. For
sell-test errors to be logged, diegnostic error logging must
be enabled, as well.

When sut to Yes, enables the loggirg of NI ROM-based
diagnostic (RBD) errors to EEPROM. When set to No,
disables this function. For Ni RBD errors to be logged,
diagnostic error logging must be enabled, as well.
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Table 9-4 (Cont.) Modifiable Flags and Parameters in EEPROM

Flag Parameier Description
Enable XMi RBD When $6t lo Yes, enables the logging of XMiI ROM-based
Logging Flag diagnostic (RBD) errors to EEPROM. When sot to No,

disables this lunction. For XMI RBD errors to be logged,
diagnostic eror logging must be enabled, as well.

Enable XNA RBD When got to Yes, enables the logging of XNA ROM-bassd

Logging Flag diagnostic (RBD) errors to EEPROM. When set to No,
disables this function. For XNA RBD errors to be logged,
diagnostic error logging must be enabled. as well.

Console Password An 8-character ASCI field that indicates the paseword that
must be used to connect to the DEMNA console monitor
program. The default conzole password is XNABOARD.

The following procedure indicates how to use EVGDB to access all the ‘
modifiable flags and parameters in EEPROM. EVGDB event flags 1 and 3
are specified.

1  To run EVGDB under VAX/DS, do the following:

8. Boot the VAX Diagnostic Supervisor (VAX/DS) with the console
BOOT command. See the system Owner’s Manual for a description
of this command. The following is the BOOT command used on a
VAX 6000 system:

>>>BOOT/¥MI: n/BI:x /RS:10 CSAl [RETORH] ‘
where:
n ie the XM! node number of the DWMBA (XMI-to-VAXBI
adapter)
x is the VAXBI node number of the controller for the boot
device
The following is the BOOT command used on a VAX 9000 system:
>>>B VDS ‘

Sea the VAX 9000 Family System Maintenance Guide, Vol. 2 for
further information on booting VAX/DS on a8 VAX 9000 system.

Go to step 3.

2 To run EVGDB under the VAX/VMS operating system, do the
following:

@. Log into the field service account, or, at the system prompt, enter
the following command:

$SET DEFAULT SYSSMAIRTENANCE
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b. Run the VAX Diagnostic Supervisor (VAX/DS) with the following
command:

SRUN filename

where jilename is the executable VAX/DS file as followa:

VAX System VAX/DS Flle
6000 Model 2x0u3xx ELSAA
6000 Model dxx ERSAA
2000 EWSAA

3 The VAX/DS header is displayed. The following VAX/DS header is
displaved on a VAX 6000 Model 2xx/3xx system:
VAX DIAGNOSTIC SOFTWARE

PROPERTY OF
DIGITAL EQUIPMENT CORPORATION

@*«CONFIDENTIAL AND PROPRIETARY®**

Use Authorized Omnly Pursuant to & Valid Right-to-Use License
Copyright, Digital Equipment Corporation, 1989. All Rights Reserved.

DIAGNOSTIC SUPERVISOR. Z2-BELSAR-11.7-870 1-JAN-1989% 00:00:28

4 On a VAX 6000 system, enter the following commands at the VAX/DS
prompt (DS>):

DS>LOAD EVGDB

DS>ATTACH DEMNA HUB EXm0 n [RETURN)
DS>SELECT ALL [FETTAN]
DS>SET EV 1,3 [RETURN]
DS>START/SECTION=PARAM [RETTFN)

where:

m is the unit number of the DEMNA. The DEMNA with the lowest
XMI node number is unit A, the DEMNA with the second lowest
XMI nrode number is unit B, and so on.

n is the XMI node number of the DEMNA
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2-6

On a VAX 9000 system, enter the following commands at the VAX/DS ‘
prompt:

DS>LOAD EVGDB

DS>ATTACH XJA HUB XJAx x [FETUFRU]
DE>ATTACH DEMNA XJAXO zxmo
DS>SELECT ALL [FETDR?

DS>SET BV 1,3 ,
DS>START/SECTION=PARAN

where:

m is the unit number of the DEMNA. The DEMN . with the lowest
XMI node number is unit A, the DEMNA with ithe second lowest
¥iil node number is unit B, and so on.

n is the XMI node ID of the DEMNA

x is the XJA unit number (0-3)

When run in stand-alone mecde, EVGDB runs the DEMNA self-test to
verify the module operation. If self-test fails, EVGDB prints an error
message and continues.

. Program: EVGDB - DEMNA EEPROM Update Utllity, revisicn 1.1, 6 tests,

at 15:06:50.29.

Testing: _EXAO

Initiating DEMNA self-test, walt 10 seconde...

NOTE:

EVGDB asks you to verify that the appropriate key switch on the front
panel is set to the Update position.

Please insure that Front Pansl Switch is in Updsate poaition.
Ready [ (Yes), No]

If the key switch is set to Update, answer Yes. If the key switch is not
set to Update, set it to Update before answering Yes.

On VAX 9000 systems, the Service Processor Access gwitch
on the operator control panel must be set to LOCAL/SPU or ‘
REMOTE/SPU. Then issue the following command to enable
EEPROM updating:

SET XMI_UPDATE/XMI:n OW

where n is the XMI card cage number (0-3)

EVGDB then asks whether you want to clear the EEPROM error log.
Do you wish to clear the EEPRON error log? ([ (No), Yes]

Normally, you should not clear the EEPROM ervor log.
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EVGDB displays the firmware revision number and date, the module
serial number, and the default settings of the parameter flags in
EEPROM

Reading parameters from EEPROM. ..

EEPROM firmware rev: 0601 04-APR-1990

DEMNA Sorial Wumber: *8G909T1488"*

Enable Remote Boot? (Default =« No) N
Engble Remote DEMNA console? (Default = Yos) Y
Enable Local DEMNA console? {Default = Yeo) Y
gnable DEMNA monitor facility? (Default = No) L}
Enable Promiscuous mode? {(Default = You) Y
Enable Diagnostic Logging? (Default = Yen) ¥
Enable Self-test Logging? (Default = Yes) Y
Bnable NI RBD Logging? (Default « Yan) Y
Enable XMl RBD Logging? (Default = Yes) Y
Enable XNA REBD Logging? (Default = Yea) Y

EVGDB asks whether vou want to modify any of the flag settings.
Do you wish to modify any of these parameters? |[(No), Yes)

If you answer No, the program prints the following message and then
exits to the VAX/DS prompt (DS>):

Ho parameter changes made.
. End of run, 0 errors detected, pass count is 1,
time is 20-FEB-1990 11:14:58.77
DS>

If you answer Yes, EVGDB prompts you for the desired cetting for each
flag. EVGDB indicates the default setting and current setting for each
flag. The current setting is enclosed in parentheses.

Enable Remote Boot? (Default = No) [ (No), Yes}
Enable Remote DEMNR console? {Pafault « Yoa) [(Ye2)., Woj
Enable Local DEMNA console? (bafault = Yes) [ (Yen), No)
Enable DEMNA monitor facility? (Default e No) [(No), Ye.

Enable Promigcuous Mode? {Default e Yos) [{FeB), Noj
Enable Diagnostic Logging? {(Default « Yes) { (Yes), MNo)
Enable Saslf-test Logging? {(Dafault « Yas) [ (Ye®), MNo)
Enable NI RBD Logging? (Default = Yeo) [(Yes), No}
Enable XMI RBD Logging? (befault = Yoo) { (Yes), Noj
Enable XNA RBD Logging? (Default = Yes) {{Yes), No]

Set the flags according to the customer’s requirements.
The program prompts you for a new DEMNA console paseword:
Enter remote DEMNA conscle password (up to 8 alpha-numeric characters):

If you specify more than eight characters, the program displays the
prompt for the console password again. If you do not specify a console
password (by pressing [RETURN)), the default password XNABOARD
is used. If you specify fewer than eight characters, the unspecified
characters default to null characters.

The program asks twice whether you really want to modify the flag
and parameters settings as you have indicated.

OK to modify EEPROM parameters? [(No), Yes) Y

Are you sure? [(No), Yes)

If you want to modify the parameters, answer Yes to both prompts.
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14 EVGDB writes the modified flag and parameter settings to EEPROM, .
prints a completion status message, and exits to the VAX/DS prompt
(DS>):

Writing new paramaters to EEPROW...
. End of run, 0 erroro detected, paas count is 1,
time i@ 20-FEB-1090 11:14:17.08
08>

15 E-it VAXVDS.

DS>EXIT [FEIDRE]

16 If you are on a VAX 6000 system, set the key switch to its former
position (Halt or Auto Start). If you are on a VAX 9000 system, issue
the following system console command to disable EEPROM updating:

SET lHI_UPDlTE/XHI:n OFF
where n is the XMI card cage number (0-3) .

and then set the Service Processor Access switch to the appropriate
position.

How to Update the Firmware in EEPROM

The following procedure indicates how to use EVGDB to update the
firmware in EEPROM.

1  Torun EVGDB under VAX/DS, do the following: .

2. Boot the VAX Diagnostic Supervisor (VAX/DS) with the console
BOCT corymand. See the system Owner’s Manual for a description
of this conmand. The following is the BOOT command used on a
VAX 6000 system:

>>>BOOT/XM1:n/BI:x /RS:10 csal (RETURH]
where:

n is the XMl node number of the DWMBA (XMI-to-VAXBI
adapter) .

x is the VAXBI node number of the controller for the boot
device

The following is the BOOT command used on a VAX 9000 system:
>>>B VDS

See the VAX 9000 Family System Maintenance Guide, Vol. 2 for
further information on booting VAX/DS on a VAX 9000 system.

Go to step 3.
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2 To run EVGDB under the VAX/VMS operating system, do the
following:

8. Log into the field service account, or at the system prompt, enter
the following command:

$SET DEFAULT SYSSHAINTENAMCE

b. Run the VAX Diagnostic Supervisor (VAX/DS) with the following
command:

SRUN filename

where filename is the executable VAX/DS file as follows:

VAX System VAXDIS File
6000 Model 2x003xx ELSAA
6000 Model 4xx ERSAA
8000 EWSAA

3 The VAX/DS header is displayed. The following VAX/DS header is
displayed on a VAX 6000 Model 2xx/3xx system:

VAX DIAGNOSTIC SOFTWARE
PROPERTY OF
DIGITAL EQUIPMENT CORPORATION

#* 2 CONFIDENTTAL AND PROPRIETARY***

Use Authorized Only Purauant to a Valid Right-to-Use License
Cepyright, Digital Equipment Corporation, 1989. All Rights Reserved.

DIAGHOSTIC SUPERVISOR. 22-ELSAA-11.7-870 1~JAN-1989 00:00:28

4 On a VAX 6000 system, enter the following commands at the VAX/DS
prompt (DS>):

DS>LOAD EVGDB

DS>ATTACH DEMNA HUB EXm0 n [RETURN]
DS>SELECT ALL
DS>START/SECTION=UPDATE [RETURH]

where:

m is the unit number of the DEMNA. The DEMNA with the lowest
M1 node number is unit A, the DEMNA with the second lowest
XMI node number is unit B, and so on.

n is the XMI node number of the DEMNA
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On a VAX 9000 system, enter the following commands at the VAX/DS ’
prompt:

DS>LOAD EVGDB

DS>ATTACH XJA HUB XJAx x
DS>ATTACH DEMMA XJAXO EXw0 n
DS>SELECT ALL (RE. TRY]
DS>START/SECTION=UPDATE ([WETURE]

where:

m is the unit number of the DEMNA. The DEMNA with the lowest
XMI node number is unit A, the DEMNA with the second lowest
XMI node number is unit B, and so on.

n ia the XMI node ID of the DEMNA

» ig the XJA unit number (0-3)

When run in stand-alone mode, EVGDB runs the DEMNA self-test to .
verify the module operation. If self-test fails, EVGDB prints an error
message and continues.

. Program: EVGDB - DEMNA EEPROM Update Utility, reviaion 1.1, 6 testas,

at 15:06:50.29.

Testing: _EXAQ

Initiating DEMNA paelf-test, wait 10 meconds...

7

NOTE:

EVGDB asks you to verify that the appropriate key switch on the front ’
panel is set to the Update position.

Please insure that Front Panel Switch is in Update position.
Ready [ (Yes), Ho}

If the key switch is set to Update, answer Yes. If the key switch is not
set to Update, set it to Update before answering Yes.

On VAX 8000 systems, the Service Processor Access switch

on the operator control panel must be set to LOCAL/SPU or
REMOTE/SPU. Then issue the following command to enable .
EEPROM updating:

SET XMI_UPDRTE/XMI:n ON
where n is the XMI card cage number (0-3)

EVGDB prompts you for the name of the image file to be loaded. The
default file is EVGDBQ.BIN. EVGDB then searches for the image
file, loads it into the system's main memory, and printe the revision
number and the revision date of the loaded image.

Data Image file te be loaded? <EVGDBQ.BIN>

Searching. ..
Load complete.

Data Image firmware rev: 0601 04-APR-19%0
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EVGDB asks whether you want to clear the EEPROM error log.
Do you wigh to clear the EEPROM eorror log? [(No), Yes)
Normally, you should not clear the EEPROM error log.

EVGDB displays the firmware revision number and date, the module
serial number, and the default settings of the three flags in EEPROM
that are accessible when no EVGDB event flags are specified. (For
an example of how to use event flags to access additional EEPROM
parameters, see Section 9.2.)

Reoading parameters from BEPROM. ..

EEPRON firmware rev: 0601 04-APR-1990

DEMMA Serial Wumber: *8G909T1488*

Enable Ramote Boot? (Default = No} N
Enable Remote DEMNA conacle? (Default = Yas} Y
Enable Promiscuous Mode? (Default = Yes) Y

EVGDB asks whether you want to modify any of the flag settings.
Do you wish to modify any of these parameters? [(No), Yes)

Answer No if you wish only to load a new firmware image. In this
case, EVGDB indicates that no changes have been made to parameters
in EEPROM.

No parameter changes made.

EVGDB then reads the firmware image from EEPROM into the
system’s main memory and compares this image with the image loaded
from the data image file (EVGDBQ.BIN) specified above.

Reading parameters from EEPROHM. ..

Normally, the image from the data image file is 8 newer revision than
than the image read from EEPROM. If this is not the case, EVGDB
indicates that the image from the data image file is older than the
image read from EEPROM and asks you whether you want to load the
older image into EEPROM. In this example, the image from the data
image file is newer than the image from EEPROM. EVGDB writes
the newer image from the data image file to DEMNA RAM, reads the
image from RAM to verify its integrity, and then writes the image from
RAM into DEMNA EEPROM.

Writing new image to RAM...
Reading image from RAM...
Writing RAM image to EEPRUM. ..
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EVGDB then reads the new image from EEPROM and displays the ‘
firmware revision number and date, the module serial number, and the
default settings of the three flags in EEPROM.

Reading parameters from EEPROM...

Data Image firmware rev: 0601 04-APR-1990

EEPROM firmware rev: 0601 04-APR-1990

DEMNA Serial Numbecr: *8G9097T1488%

Enable Remote Boot? (Default = No) Y
Enable Remote DEMNA console? (Default = Yes) Y
Enable Promiscuous Moda? (Default = Yos) Y

EVGDB then reads the image from EEPROM into the system's main

memory to verify the image against the image from the data image
file.

Reading EEPROM image. ..
Verification complete.

EVGDB then prints a status completion message and exits to the
VAX/DS prompt:

. End of run, 0 errors detected, pass count is 1,
tire is 9-APR-1990 13:30:18.50
Ds>

13 Exit VAX/VLS.

DS>EXIT

14 If you are on a VAX{ 6000 system, set the key switch to its former
position (Halt o1 .uto Start). If you are on a VAX 9000 system, issue
the followino system console command to disable EEPROM updating:

SET XMI_UPDATE/XMI:n OFF
where n is the XMI card cage ssumber (0-3)

and then set the Service Processor Access switch to the appropriate
position.
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10.1

Console Monitor Program

This chapter describes how to use the console monitor program. The
chapter contains the following sections:

* Introduction

®  Setup Procedure

* Invoking the Console

¢ Exiting the Console

® (Console Commands

® Console Command Language Contro! Characters
o How to Use the Status Screens

¢  How to Use the Network Screens

Introduction

The DEMNA firmware includes a console monitor program that enables

a user at virtually any terminal on the network to monitor DEMNA
operation and network traffic. The console monitor program is resident in
the DEMNA EEPROM and therefore does not have to be loaded into the
DEMNA. Since the console monitor program runs entirelv on the DEMNA,
it consumes a negligible amount of host resources.

The console monitor program consists primarily of 12 interactively invoked
screens (displays) that indicate current operating parameters and errors.
The console dynamically monitors over 100 parameters. These parameters
are updated every 3 seconds on-screen while being displayed.

In addition to displaying and updating key operational and diagnostic
parameters, the console monitor program allows a user to examine the
contents of DEMNA memory locations and registers.

To aid new users, the console monitor program provides online help
information that describes the commands available to the user.

The console monitor program has the following security features:

e A password must be supplied when accessing the console monitor
program from the network.

° Only one user at a time can access the console monitor program from
a terminal on the network.

® A system manager can disable the console momtor program entirely
or deny access to the program from a remote network node. The
parameters that control access to the console monitor program can be
changed with the DEMNA EEPROM Update Utility, as described in
Chapter 9.
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10.2  Setup Procedure

A user can access the console monitor program from one of three locations:

e  Fr.m a terminal attached directly to the DEMNA. This terminal is
referred to as the physical console.

e From a terminal at the local network node (the DEMNA's node)

o From a terminal at a remote network node (a node other than the
DEMNA's)

When the console monitor program is accessed from a terminal on ¢
network node (not from the physical console), either of the foilowing must
be used to make the actual connection:

»  The Network Control Program (NCP)
e 4 console connection program such as the one deccribed in Appendix L. .

The above connection lecations and methods require three basic setup
procedures:

¢ Tnr the physical console
® For a networked terminal when using NC.?

¢ For a networked terminal when using the console connection program

10.2.1 For the Physical Console .

When using the physical console to u.re~~ the console monitor program,
the only setup required is to connect the terminal cable to section D2 of
the DEMNA's XMI slot and to set the terminal baud rate to 19.2K baud.
The console monitor prompt (XNA>) will appear when the terminei is
powered on.

The installation of the physical console is described in Appendix B. For
information on ordering the cable, see the Systems and Options Catalog. .

10.2.2 For a Networked Terminal When Using NCP
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NOTE:

First, appropriate entries must be made in the network databases of the
the network node from which the user will access the console monitor
program. (This node can be the DEMNA's network node or a remote node).
The entries are made with NCP SET/DEFINE commands.

DECnet must be running for NCP fields to be valid.

The SET commands make entries in the node’s temporary network
database. These entries will remain valid until the system is rebooted.
The DEFINE commands make entries in the node’s permanent network
database. These entries are retained across system reboots. (For more
information on these commands, see the VMS Network Control Program
Manual )
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The NCP commands supply the following information:

e Hardware address: the DEMNA's default Ethernet address (DPA),
which is the address stored in the DEMNA MAC Address PROM

e Service password: the password required to connect to the console
monitor program

e Service circuit: the circuit parameter associated with the network
node from which the user will access the console monitor program.
The service circuit is the value for the VIA parameter of NCP's
CONNECT NODE command. For example, if the user i# making
the connection from a VAXstation 2000, the service circuit is SVA-Q. If
the user is making the connection from a MicroVAX, the service circuit
is QNA-0. (See the VMS Network Control Program Manual for further
information.)

To use NCP SET commands, & user must have the OPER privilege.
To use NCP DEFINE commands, a user muast have the SYSPRV
privilege.

To enhance security, the service password can be cmitted from the
information supplied with the NCP SET/DEFINE commands. A user must
then supply the service password with the NCP CONNECT command
each time that he/she wishes to connect to the console via NCP (see
Section 10.3.1).

10.2.2.1

DEMNA at Remote Node

If the user is at a different network node than the DEMNA's network node,
the following set of NCP SET/DEFINE commande should be used to set up
the console:

$MC NCP
NCP>SET NODE node_name HARD ADDR address
HCP>DEF NODE node_name HARD ADDR address

NCP>SET NODE node_name SERVICE PALSWORD pasgsword
NCP>DEF WODE node_name SERVICE PASSWORD password

NCP>SET NODE ncde_name SERVICE CIRCUIT circuit_name
NCP>DEF WODE node_name SERVICE CIRCUIT circult_name

where:
node_name is the logical name assigned to the DEMNA Ethernet node
address is the DEMNA default physical address (DPA) on the Ethernet
circuit_name is the service circuit for the system from which you are
send:ng the commands. (Use the NCP command SHOW KNOWN
CIRCUITS to determine the appropriate circuit name for your system.)

password is the password for the DEMNA rnsole monitor program.
The defaylt password is 584E41424F415244 (hex).

10-3



Console Monitor Program

10-4

Example 10-1 i1s a sample command sequence for setting up the console .
using NCP when the user is at a remote network node (for example, when
the user is at node A and the DEMNA is at node B).

Exampie 10-1 Congole Setup (DEMNA at Remote Node)

$MC NCP
NCP>SET NODE NODE_B HARRD ADDR 08-00-3C-4F-22-22
NCP>DEF HWODE HODE B HARD ADDR 08-00-3C-4F-22-22

NCP>SET NODE NODE_B SERVICE PASSWORD SB84E41424F415244
NCP>DEF WODE NODE_B SERVICE PASSWORD S94E41424F315244

NCP>SET WODE NODE_B SERVICE CIRCUIT BNA-O
NCP>DEF NODE NODE_B SERVICE CIRCUIT BRA-0

10.2.2.2

NOTE:

DEMNA at Local Node

If a user is at the same network node as the DEMNA, the user must first
create a node name and assign it a valid DECnet address. The node name
and DECnet address must be distinct from other node names and DECnet
addresses already defined to the system. The best approach is to find a
DECnet area that is not being used and simply assign a node name to an
address in that area.

This procedure is necessary because the NCP CONNECT command

does not allow a node to connect to itself. This procedure forces

the CONNECT command to default to the hardware address

specified in the CONNECT command. .

Use the following procedure to set up the console using NCP when the
user is at the local node:

1 Use the following NCP command to determine whether the created
node name is unique:

$MC NCP
NCP>SHOW NODE node name

where node_name is the Ethernet node name

If the node name is unique, NCP will display a message similar to the .
following:

Hode Volatile Summary as of 13-SEP-1989 14:02:52
SNCP-W-UMRCMP, Unrecognized compeonent, Node

2 Use the following NCP command to determine whether the assigned
DECnet address is unique:

HCP >SHOW NODE DECnet_address
where DECnet_address is the assigned DECnet address
NCP will display & message vimilar to the following:

Hode Volatile Summary as of 13-SEP-1989 14:03:553

Node State Active Delay Circuit Next node
Links

If the DECnet address is unique, there will be no entry under Node. .
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3 After the node name has been created and assigned a DECnet address,
use the following SET/DEFINE commands to enter the information in
the network databases:

NCF>SET NODE DECnet_gddress NAME node hame
NCP>DEF NODE DECnot_address NAME node_ name

where:

DECnet_address is the assigned DECnet address

node_name is the Ethernet node name
4 Use the following command sequence for setting up the console:

$MC WCP

NCP>SET NODE node_name HARD ADDR address

NCP>DEF NODE node_name HARD ADDR address

NCP>SET NODE nodn_nam SERVICE PASSWORD 504E41424F415244
NCP>DEF NODE node name SERVICE PASSWORD 584E41424F415244
NCP>SET NODE node_name SERVICE CIRCUIT circult_name
NCP>DEF NODE nodl_nlmo SERVICE CIRCUIT circuit_nlm

where:
node_name is the logical name that you are assigning to the
DEMNA Ethernet node

address is the DEMNA default physical address (DPA) on the
Ethernet

circuit_name is the service circuit for the system from which

you are sending the commands. (Use the NCP command SHOW
KNOWN CIRCUITS to determine the appropriate circuit name for
your system.)

10.2.3 For a Networked Terminal When Using the Console Connection
Program

If your system does not run NCP, use the console connection program
described in Appendix L to connect to the DEMNA console monitor
program.

10.3  Invoking the Console

There are two different procedures for invoking the console: one for NCP
and one for the console connection program.
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10.3.1 Using NCP

Once the appropnate information about the DEMNA console monitor
program has been entered into the network databases of the local node,
the console can be invoked with the following command sequence:

sMC WCP

NCP>COKNECT NODE node_name

Console connected (presa CTRL/D when finieshed)
XNA>

where node_name is the logical name that was assigned to the DEMNA
Ethernet node

If the service password was not supplied with the NCP SET/DEFINE
commands when the console was set up (see Section 10.2.2), the user must
supply the service password with the NCP CONNECT command:

HCP>CONMECT NODE node_name SERVICE PASSWORD service password

Example 10-2 illustrates invoking the DEMNA console without the service 4
password.

Example 10-2 Using NCP to Invoke the Console Monitor Program

$KC NCP

NCP>CONNECT NODE WMYNODE

Console connected (press CTRL/D when finiahed)
XNA>

If NCP cannot connect to the console, it will return an error message. See ‘
the VMS Network Control Program Manual for further inforrnation.

10.3.2 Using the Console Connection Program
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Once the console connection program has been assembled and linked (see
Appendix L), use the following commands to invoke the console:

$RUN CONSOLE

SASSIGR Ethernet_device CONSOLESDEVICE
XNA> ‘lll'

where Ethernet_device ie the device number for the user's Ethernet node

When a connection to the target DEMNA is established, the DEMNA
console prompt (XNA>) is displayed. Example 10-3 illustrates the
commands used to invoke the console monitor program with the console
connection program.
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Exampie 10-3 Using the Console Connection Program to invoke the
Console Monitor Program

SASSIGH EXAD CONSOLESDEVICE
SAUH CONSOLE
XWA>

10.4  Exiting the Console
To exit the console, type [CTRUD]

10.5 Console Commands

There are five console commanda:

e BLANK

e EXAMINE
e HELP

® SHOW

o TR

Table 10-1 summarizes these commanda. Each command is then described
in detail
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Table 10-1 Conaole Commands

Command Parameter Description

BLANK Clears the screen and displaye the console prompt (XNA>).

EXAMINE Diaplays the contents of the naxt DEMNA memory location or gate array register.

EXAMINE . (peiiod) Displays the contents of the current DEMNA memory location or the current gate
array register.

EXAMING  address Displays the contents of the location &t the specified address, where address is
a longword address.

EXAMINE/NUMBER=n Displays the contuntis of the next n longwords, where n s an integer.

EXAMINE/REGISTER Displays the contents of all gate array registers.

HELP Displays the general Help scraen.

HELP EXAMINE Displays the Help screen for the EXAMINE command. O

HELP CONTROLCHAR  Displays the Help screen that provides definitions of ail the console command
language control characters.

HELP SHOW Displays the Help screen for the SHOW command.

SHOW BuUs Displays the currert configuration of the XM! bus.

SHOW ERROR Hn Displays fatal error block n. where n is an integer from 1 through 5.

SHOW ERROR Sn Displays nonfatal error block n, where n is an integer from 1 through 5.

SHOW IMAGE Displays the revision number and revision date of the DEMNA firmware.

SHOW  HISTORY Displays a summary of all errors recorded in EEPROM. .

SHOW HISTORY n Displays entry n of the EEPROM error history. where i is an integer from 1 to
31.

SHOW NETWORK Displays a continuously updated summary of network activity.

SHOW STATUS Displays continuously updated screens of the following: tho DEMNA data link

(NI) counters, statistics on the DEMNA's use of the Ethemet, error summary
counters, the percentage of CVAX time used by each DEMNA firmware process,
and the percentage of XMI bus traffic generated by each XM! node.

SHOW STATUS/ERROR  Displays continuously updated screens of the DEMNA transmit, receive, and

LANCE counters. .
SHOW STATUS/INTERVAL Displays the same screen as the SHOW STATUS command. The only difference

betwesn the two screens is the time interval for which the NI counters and

the Error Summary counters record events. In the Show Status screen, these

counters record events from the last reset of the DEMNA module. In the Show

Status/interval screen, thase countsrs record events starting when the SHOW

STATUSANTERVAL command is entered, when ths screen is invoked by typing

from the Status screen, or when the screen is invoked by typing
CTRL/A|from the interval Status/Error screen.

SHOW -JSER Displays | formation about the users currently defined to the DEMNA poit.
SHOW XPUD Displays the comtents of the DEMNA Power-Up Diagnostic (XPUD) Register.
TR invol,s the diagnostic monitor, from which ROM-based diagnostics can be run.

Tus command is valid only when entered from the DEMNA's physical console
and when the DEMNA is in the uninitiaiized state. (To put the DEMNA in the
uninitialized state. stop all applications that are using the DEMNA or reset the
system with auto restart ofi.)
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BLANK

The BLANK command clears the screen and displays the console prompt
{XNA>).

KuA>BLANK

KNA>
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EXAMINE

EXAMINE

The EXAMINE command displays the contents of the specified location in
DEMNA 1O or memory space.

FORMAT . (period)

XA | e

ARAMETE

Specifies that the contents of the current location be displayed.

address
Specifies that the contents of a longword location be displayed.

Specifies that the next n longwordes be displayed.

/REGISTER

Specifies that the gate array re_isters be displayed.

restrictions None.

All system responses to the EXAMINE command are formatted and
displayed on the console terminal.

DESCRIPTION

EXAMINE Displays contents of the next location.
EXAMINE . (period) Displays the contents of the current location.
EXAMINE gddress Displays the contents of the specified longword address.

EXAMINENUMBER=n Displays the contents of the next n locations.
EXAMINE/ REGISTER Displays the contents of the gate array registers.

ae KNA>EXAMINE

00000004/ 31303030

g HNA>EXAMINE
00000004/ 31303020
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KNA>EXAMINE O000FFFF

0000FFFF/ 00110000

XNA>EXAHINE /NUMBER=S

00000008/ 4A2D3132
0000000C/ 312D4ESS
00000010/ 20393839
€0000014/ 79706F43
00000018’ 698676972

XNA>EXAMINE /REGISTER

Console Commands
EXAMINE

-- 08-00-28-00-00-01 -- CVAX and GA Rogioters -- 01-JAN-1988 00:01:47 --

XDEV/
DisgRag/
GACSR/
GRHIR/
GAIVR/
XBE/
XPST/
X#D1/
XPD2/

PKXMILO/
PEKXMIHO/
PKDATAOQ/
PKDATBO/

PKXMILY/
PIXMIN1/
PKDATALl/
PKDATB1/

01000C03
D7a1C00C
30030024
00000000
00000000
B000AOE4
00000002
00010800
00000001

O00ORE 74
40000000
A00001%C
A000019D

00010A18
40000000
00011A00
003c0000

DMPORO /
DMCSRO/
DM¥MIO/
DMNPAC/

DMPOR1/
DMCSR1/
DMXMI1/
DMNPA1/

DMPOR2 /
DMZSR2/
DMXMIZ2/
DMNPA2/

DMPOR3/
DMCSRI/
DMXMI 3/
OMNPA3,

F0000800
00000000
00000084
00000000

2C0014A0
00000000
00000089
00000224

10001480
0000003C
0000008D
00000234

00000000
00000000
00000000
00000000
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HELP

HELP

The HELP command displays information on the EXAMINE and SHOW
console commands, as well as the console command language control
characters.

FORMAT HELP [g‘g',’q"%ﬁ'&cum ]

PAHAM

command

Specifies that help information be displayed for one of the following conscle
commands:

¢ EXAMINE
* SHOW

CONTROLCHAR

Specifies that help information be displayed for the console command
language control characters.

restrictions None. .

DESCRIPTION

All system responses to the HELP command are formatted and displayed

on the console terminal.

HELP Displavs the general Help screen.

HELP ZXARINE Displays the Halp screen for the EXAMINE command.

HELP SHOW Displays the Help screen for the SHOW command. .
HELP CONTROLCHAR Displays the Help screen for the console command

language control characters.

Welcome to the DEMNA console. The console is used to monitor
the Bthernet traffic, counters and intarnal data on this node.

The following commands are supported by the console:

BLANK Clear the screen

EXAMINE Examine DEMNA mem-ry locations

HELP Display this help screen

SHOW Displays information about the adapter

For additional help on the following type: HELP <command>.
EXAMINE SHOW CONTROLCHAR
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HELP

E KNA>HELP EXAMIWE
--~ EXAMINE</qualifier> <paramoter> ---
pisplays the data stored at the specified address (in longwords)

EXAMINE - Examine the next location

EXRMINE . - Examine the current location

EXAMINE <address> - Examine the given address

NXAMINE/NUMBER=<n> - Examine the next ’'n’ longwords
EXAMINE/REGISTER - Examine the contents of Gate Array registers

XKASHELP SHOW
e== JHOW <parameter> ---
The parameters are aa follows:

BUS - Display XMI bue configuration
ERROR - Display error block indicated by the parameter
Hn - Harderror block number 'n’, where 0<n<é (SH ERR H<n>)
Sn - Softerror block number ‘n’, where 0<n<é (SH ERR B«<n>)
IMAGE - Display information about firmware image
HISTORY - Display EEFROM history data (SH HIS) or (SH HIS <n>)
NETWORK - Display interval network summary, continuously updating
(Ctrl-A for accumulated network summary)
STATUS - Display module status, continuously updating
/ERROR {or Ctrl-A) - Display error counters scraeen
/INTERVAL (or Ctrl-E) - Display counters from this point
(SB STATUS) (SH STATUS/ERROR) (SH STATUS/INTERVAL}
XPUD - Display self test results - Power Up Diagnostic Register
USER - Display currently defined users

XMNA>HELP CONTROLCHAR
--- CONTROL CHARACTERS ---

The following control characters are available:
CTRL/A - Dpuring SHOW STATUS command - Switch between
error status and regular status screens
ox
During SHOW “JETWORK command - Switch between accumlated
network surrsry and interval network summary screens
CTRL/D - Disconnect tne console from the remote connectlon
CTRL/E -~ Luring SHOW S.ATUS command - Switch between
interval and accumulated counters
CTRL/L = Recall previous command line
CTRL/U - Clear current command line
CTRL/¥W =~ Refresh the STATUS or NETWORK acreen
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SHOW

SHOW

The SHOW command displays the following:

«  Configuration of the XMI system that contains the DEMNA
» DEMNA fatal error blocks and nontatal error blocks

«  DEMNA firmware ravision

¢ Ervor history in the DEMNA EEPROM

»  Summary of network activity

o  Statistical information about the DEMNA and the network
= DEMNA Power-Up Diagnostic (XPUD) Register

°  Users currently defined to the DEMNA

FORMAT )
FI Hn

[m
SHOW { ORK !

sTaTUS [ RER0aL |

XPGD

PARAMETERS BUS
Displays the configuration of the XMI systei that contains the DEMNA.

ERROR Hn

Displays the fatal error block specified by n, which must be an integer
from 1 to 5.

ERRORSh

Displays the nonfatal error block specified by n, which must be an integer
from 1 to 6.

HISTORY [n]

Displays the error summary stored in the DEMNA EEPROM. If no
number is supplied, a summary of all errors recorded in EEPROM

is displayed. If a number is supplied, the data for only that error is
displayed.

IMAGE

Displays the firmware revision number and date for both the EEPROM
image and the EPROM image.
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SHOW

NETWORK

Displays a continuously updated summary of network activity. Statistical
information is displayed for the six most active Ethernet users and the
geven most active Ethernet nodes.

STATUS

Displays a continuously updated screen that includes the following:
e Statistical information on the DEMNA's use of the neiwork

¢ Data link counters

® Percentage of DEMNA CPU time ussd by each DEMNA firmware
process

o Error summary coutiters
e Number of DEMNA-internal transmit and receive buffers in use
e Percentage of XMI traffic generated by each XMI node

e Statistical information on the use of the entire network

STATUS/ERROR

Displays a continuously updated screen that includes the following:
¢ Transmit error counters

¢ Receive error counters

¢ LANCE counters

¢ Date and time at which various errors last occurred

STATUS/INTERVAL

Displays the same screen as the SHOW STATUS command. The only
difference between the two screens is the time interval for which the NI
counters and the Error Summary counters record events. In the Show
Status screen, these counters record events from the last reset of the
DEMNA module. In the Show Status/Interval screen, these counters
record events starting when the SHOW STATUS/INTERVAL command is

entered or when the Status/Interval screen is invoked by typing [CTRUE]
from the Status screen.

USER

Displays the setup parameters for each user defined to the DEMNA port.

XPUD
Displays the DEMNA Power-Up Diagnostic (XPUD) Register.

None.
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Console Commands
SHOW

TION
DESCRIPTIO All system responses to the SHOW command are formatted and displayed
on the console terminal.

SHOW BUS Displays the configuration of the XMl system that contains
the DEMNA.

SHOW ERROR Mn Displays fatal error block n, where n is an integer from 1
to 5.

SHOW ERROR Sn Displays nonfatal error block n, where n is an integar from
i1t05.

SHOW HISTORY Displays the esror history summary stored in the DEMNA
EEPROM.

SHOW HISTORY n Disgplays the data for entry n in EEPROM history, where n

is an integer from 1 to 31. This data le error-specific. See
Appendix M for a descriptior of the history entries.

SHOW IMAGE Displays the revision number and revision date for the
firmware in DEMNA EEPROM and the firmware in DEMNA
EPROM.

SHOW NETWORK Displays a continucusly updated summary of network
activity.

There is an Interval Network screen and an Accumulated
Network screen. See Section 10.8.3 for a detailed
description of these two screens.

SHOW STATUS Displays a continucusly updated screen that includes the
following:

«  Statistical information on the DEMNA's use of the
network

«  Data link counters

*  The percentage of DEMNA CPU time used by each
DEMNA foemware process

¢ Error summary counters
+  The number of DEMNA-intermal transmit and receive

butters in use
= Ths percentage of XM trafiic generated by each XMi
node

o Statistical information on the use of the entire network
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EXAMPLES

KNA>SHOW BUS

SHOW STATUS/ERROR

STATUS/INTERVAL

SHOW USER

SHOW XPUD

Console Commands
SHOW

Displays a continuously updated screen that inciudes the
following:

*  Transmit error counters
+«  Recelve error counters
*  LANCE counters

*  The date and time at which various errors last
ooccurred

There is an interval Status/Error screen and an
Accumulated Status/Error scresn. In the Accumulated
Siztus/Error screen, which is the default Status/Error
screen invoked by the SHOW STATUS/ERROR command,
the counters record events from the last reset of the
DEMNA module. In the Interval Status/Error screen,

the countsrs record events starting when the screen Is

first invoked by typing from the Accumulated
Status/Error screen.

Digplays the same screen as the SHOW STATUS
command. The only diflerence between the two screens
is the time interval for which the NI counters and the Error
Summary counters record events. In the Show Status
scraeen, these counters record events from the last reset of
the DEMNA module. in the Show Statua/interval screen,
these counters record events starting when the SHOW
STATUS/INTERVAL command is entered or when the

Status/interval screen is invoked by typing from
the Status screen.

Displays the sstup parameters for each user defined to the
DEMNA port.

Displays the DEMNA Power-Up Diagnostic (XPUD)
Register.

-- 18-00-2B-00-00-01 -~ XMI Bua Configuration -- 01-JAN-1988 00:18:07 -

Hode XDEV
[+3 01000C03
13 00008001
14 00014001

Table 10-2 Show Bus Screen--Pgrameter Definitions

Paramaler Descrintion

Ethemet addrass The actual physical address (APA) of the DEMNA.
Date and tima Current date and time.

Nede XMl node number of the DEMNA.
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Console Commands

SHOW
Table 10-2 (Cont.) Show Bus Screen—Parameter Definitions .
Paerameter Description
XDEV Contents of the module’'s Device (XDEV) Register. See Appendix H for a listing of the
device types tor XMl modulas.
Module Module name.
Revision Module revision numbaer from the module’'s XDEV Ragister.
SHOW EFROR H1
-~ 08-00-2B-00-00-01 -- Hard Error Block § 1 ~- 01-JAN-1988 00:01:13 -
RO/ 20135800 XBE/ 00000380
R1/  03135B00 XFADR/ 8000BSF ¢
R2/ 20100000 XFAER/ 10000000
R3/ 00000000 GACSR/ E0000030
R4/ 00017568 DiagReg/ 0581C000
RS/ 00000010 < XPST/ 00600001
R6/ 00000040 XPD1/ CP2B000S
R7/  000122F8 XPD2/ 00002188
R8/ 00012310 XPSTpnd/ 00000BO1
RS/ 00000000 XPDipnd/ 0000SEBA
RA/ 20100000 stackl/ 00000080
RB/ 00012200 Stack2/ EFF00004
RC/  0003CB00 Stack3/ DOEOFCE0

Stack4/ 01C07007
Stack5/ 00008EBA
stack$s/ 04010009

Table 10-3 Hard Error Block Screen—Parameter Definitions

Parameter Description

Ethernet address The DEMNA's actual physical address (APA).
Hard Error Block # The Hard Error Block that is being displayed.
Date and time The date and time at which the error occurred.
RO CVAX register RO.

A1 CVAX register R1. o
R2 CVAX register R2.

a3 CVAX register R3.

R4 CVAX register R4.

RS CVAX register RS.

Re CVAX register R6.

R7 CVAX register R7.

R8 CVAX register R8.

Ro CVAX register R9.

RA CVAX register RA.

RB CVAX register RB.

RC CVAX register RC.
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Console Commands
SHOW

Table 10-3 (Cont.) Hard Error Block Screen—Parameter Definitiong

Parameter Description

XBE Bus Error Register (also known as the XBER).

XFADR Failing Address Ragiater.

XFAER Falling Address Extension Registor.

GACSR Gate Array Control/Ststus Reglster.

Diagreg Diagnostic Register.

XPST Port Status Register.

XPD1 Port Data 1 Register.

XPD2 Port Data 2 Register.

XPSTpnd Pending Port Status Register. This is the value that will be loaded into the XPST
Register after the next state change (after error handling has been completed).

XPDipnd Pending Port Data 1 Register. This is the value that will be loaded into the XPD1
Register after the next state change (after error handling has been completed).

Stack1 The first longword on the DEMNA CVAX stack.

Stack2 The second longword on the DEMNA CVAX stack.

Stack3 The third iongword on the DEMNA CVAX atack.

Stackd Thae fourth longword an the DEMNA CVAX stack.

StackS Tha fitth longword on the DEMNA CVAX stack.

Stacké The sixth longwerd on the DEMNA CVAX stack.

SHOW ERROR 51

= 08-00-2B-00~00-01 -- Soft Error Block 8 1 -- 01-JAN-1988 00:00:00 --

Tranl/
Tran2/
Tran3/
Trand/
XBE/

XFADR/
XFAER/

00001440
0100003C
OOFFFFFF
00000234
8000A0E4
1FFFFEQO
100F0000

Table 10-4 Soft Error Biock Screen—Parameter Definitions

Parameter Description

Ethemet address The DEMNA's actual physical address (APA).
Soft Error Block # The nonfatal error biock that Is being displayed.
Date and lime The date and time at which the error occurred.
Trant

For a datamove error: datamove register DMPORN.

For a peek error: peek register PKXMILn.

For an interrupt error: the Gate Array Control/Status Register (GACSR).
For an XBER-reported error: zeros.
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Console Commands

SHOW

Table 10-4 (Cont.) Soft Error Block Screen—-Parameter Definitions

Parameter

Description

Yran2

Trand

Trang

XBE
XFADR
XFAER

For a datamove error: datamove register DMCSRN.
For a peek error: peek register PKXMikn.

For an interrupt error: the Gate Array Host Interrupt Register (GAHIR).

For an XBER-reported error: zeros.

For a datamove error: datamave register DMXMiIn.
For a peek error: poek register PKDATAN.

For an internupt error: the Gate Array IDENT Vector Register (GAIVR).

For an XBER-reported error: 2eros.

For a datamove error: datamove register DMNPAN.

For a peek error: peek ragister PKDATBn.

For an interrupt error: the Gate Array Timer Regirter (GATMR).
For an XBER-reporied efror: zeros.

Bus Error Register (also know as the XBER).
Falling Address Register.
Failling Address Extension Register.

B ANA>SHOW HISTORY

== 08-00~2B-00-00-01 -- Error History Summary -- 01-JAR-1988 01:05:17 --

--------------------------------

01-JAN-1988
01-JRN-1988
01-JAN-1988
01-JAN-1968
01-JAN-1988
01-JAN-1368
01-JAN-1968
01-JAK-1988

01-JAN-1988
01-7AN-1988
01-JAN-1988

} 0i-JAN-1988

01-JaN-1988
01-JAN-1388
01-JRN~1988
0l-JaN-1988

Type Seq é Date Type Seq
00:07:06 Mck 4 17) 01-JAN-1986 00:00:00 WNone 0
00:32:31 Hck 8 18) 01-~JAN-1988 00:00:00 None ]
00:19:06 Mck [ 1%) 01-JAN-1588 00:00:00 None 0
00:00:00 None Q 20) 01-JAN-1988 00:00:00 None 0
00:00:00 None 0 21) 01-JAN-1988 00:00:00 None 0
00:26:51 Mck 7 22) 01-JAN-1988 00:00:00 None 0
00:00:00 WNone 0 23) 01-JAN-1988 00:00:00 None 0
00:00:00 None 0 24) 01-JAN-19%88 00:00:00 None o
00:00:00 None 0 2%) 01-JAKN-19%86 12:59:17 ruUpd 2
00:00:00 Wone 0 26) 01-JAN-1%88 00:00:00 None 0
00:00:00 None 0 27) 01-JAN-1988 00:00:00 None 0
C0:00:00 MNone 0 28) 01-JAN-1988 00:18:12 Fupd 3
00:00:00 None 0 29) 01-JAN-1988 00:00:00 None 0
00:00:00 WNone [¢] 30) 01-JAN-1968 00:00:00 None 0
00:00:00 HNone 0 31) 01-JAN-1968 00:00:00 HNone 0
00:00:00 Wone 0

Table 10-5 History Screen—Parameter Definitions

Parametar

Description

Ethernet address
Date and time

#
Deis

Tvpe
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The DEMNA's actual physical address (APA).
The current date and time.
The entry number. The EEPROM has 31 history entries.

The date and time at which the entry was made. For the None entry type (no entry),

the date and time are always 01-JAN-1888 00:00:00.
The type of entry.




Table 10-5 (Comt.)

Console Commands
SHOW

History Screen—Parameter Definitions

Parameter

Description

Seq

A rumber indicating the order in which the entry was made. Lower-numbered entries
were made before highsr-numbered entries.

m HHA>SHOW HISTORY 1

= 0§=00-2B-00-00-01 -- Error Hietory ¢ 1 -- 01-JAN-1988 01:05:17 --

Type: HNachine Check
Date: 01-JA%N-1988 00:00:54
Wumber of times this event occurred: 1

Saved Data:

00000801
00002014
00000080
EFF00004
DOEOFCB0

Table 10-6 History Entry Screen—Parameter Definitions

Parameter Description

Ethemet address The DEMNA's actual physical address (APA).

Error History # The number of the history entry.

Date and time The current date and time.

Type The type of eror recorded. (This exampls shows a maching check entry.)
Date The date and time when the history entry was logged.

MNumber of times this
avent occurred

Saved data

The number of times this particular error type has occurred since ervor history in
EEPROM was cleared.

Error data specific to the type of history entry.

Example 5 above shows a sample report for a machine check history entry.
See Appendix M for a description of the data displayed for each type of
history entry.
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SHOW

KNA>SHOW IMAGE

-« 08-00-2B~00-00-01 -~ Firmware Image Data -~ 01-JAN-1988 01:08:26 --
EEPROM Firmware image date: 14-FEB-1990
BEPROM Firmware revigion: 0600
EPROM Firmware image date: 14-FEB-1990
EPROM Firmware roviaion: 0600
Module serial number: *SG909FFI16*

Tabte 10-7 Image Screen—Parameter Definitions

Perameter Description

Ethemet address The DEMNA's actual physical address (APA).

Date and time The current date and tirne.

EEPROM firmware The firmware revision date for the image in EEPROM. .
image date

EEPROM firmware The firmware revision number for the image in EEPROM.
revision

CPROM firmware image  The firmware revision date for the image in EPROM.
date

EPROM irmware The firmware revision number for the image in EPROM.
revision

Module serial number The module serial numbar is a 12-character ASCIH field that identifies the module. ‘
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HHA>SHOW NETWORK

Console Commands
SHOW

-« 08-00-2B-00-00-01 -- Network -- 0l1-JAN-1988 01:02:41 --

- 2999996 usecs -- 7.4% WI~=- <-=- 00:00:06 -~ 1.5% NI~--
b Us~r Pka/Sec Byt/Pk SNI-Cur Packeta Bytes (k) aNI-Tot
1 60-07 NiSca 328 211 6.5% 1959 49 1.1%
2 60-03"Decnat 70 158 1.0% 424 9 0.2%
3 60-04 Lat 20 106 0.2% 109 2 0.0%
4 60-02 HMopRC 14 94 0.1% 95 1 0.0%
5 BO0-3F LTH 0 1490 0.0% 2 0 0.0%
6 08-00 1P 1 98 0.0% 3 0.0%
¢ Nodes Pke/Sac Byt/Pk SNI-Cur Packets Bytea (k) SNI-Tot
1 11.111 122 412 4.3% 796 10 0.5%
2 11.112 119 413 4.3% 154 10 0.5%
3 AB-00-00-03-00-00 28 238 0.6% 171 0 0.0%
4 11.113 37 143 0.5% 216 0 0.1%
5 11.114 43 24 0. 4% 254 0 0.1%
6 11.115 39 98 0.4% 246 o] 0.1%
7 11.116 13 161 0.2% 41 0 0.1%

Table 10-8 Network Screen—Parameter Definitions

Parameoter

Description

Ethemet address
Date and time
usecs

%Ml

Time

Sl

The DEMNA's actual physical address {APA).
The current date and time.

The length of the iast interval (in microseconds) for which the foliov ing network
parameters were recorded: Pks/Sec, ByUPk, %NI-Cur. It only one ..2er is accessing
the Network screen, the interval should be close to the nominal 3 seconds. However, if
more than one user is accessing the Network screen, the interval may vary significantly
from nominal.

The percontage of maximum Ethernet bandwidth (including preamble, header.'user
data, CRC, and interpacket gaps) consumed by all nodes on the network during the
last interval,

The cumulative time (in seconds) for which the following network parameters have
been recorded: Packets, Bytes (k), %NI-Tot.

The percentage of maximum Ethernet bandwidth (inciuding preamble, header,'user
data, CRC. and interpacket gaps) consumed by all nodas on the network duviag the
cumulative time indicated in the Time field,

For tne User column: the six network users that generated the most network treffic
(reads and/or writes) during the lest recording intsrval. The users are ranked in
doscending order. For the Nodes column: the seven nades that generated the most
network traffic (reads and/or writes) during tha last recording interval. The nodes are
ranked in descending order.

When the Interval Network screen is displayed, the users and nodes are ranked
according to bytes/sec (Pks/Sec * ByvPk) for the interval indicated by the usecs fisld.
{Bytes/sec does not include preamble or interpachet gaps.) When the Accumulated
Network screen is displayed, the users and nodes are ranked according to kilobytes
{Bytes (k) for the cumuletive time indicated by the Time field. (Bytes (k) does not
include preamble cr interpa~" .t gaps.)

'The header consists of the destination address, the source address, and the protocol type or 802 length field.
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SHOW

Table 10-8 (Cont.) Network Screen—Parameter Definitions

Parameter Description

Ussr The user designator (protocol type, SAP, or SNAP SAP protocol ‘entiftar) for the six
most active nstwork users. A ussr designator is followed by the user name. A user
name is supplied only for the loliowing Ethernet users: ARP, BIOS, Bridge, DECnet,
Diag. DName, DTime, ELN, Encry, Lat, LAST, Loop, MopRC, NiSca, User. The 802
SNAP SAP user is identified by an asterisk (°) after the SNAP SAP protocol identifier.

Nodes The DECnet address or Ethemst address for the seven most active network nodes.

Pka/Sec The average number of packets transmitted or received per second per user or per
node.

Byt/Pk The average number of bytes (header'+ user data + CRC) transmitted or received per
user or per node.

%NI-Cur The percentage of maximum Ethernet bandwidth (including preamble, header,'user

daia, CRC, and interpacket gaps) consumed by each user or node on the network
during the last interval indicated by the usecs field. .

Packets The cumulative number of packets transmitted or received per user or per node.

Bytes(k) The cumulative number of kilobytes (header'+ user data + CRC) transmitted or
received per user or per node.

%NI-Tot The per-user or per-node percentage of maximum Ethemnet bandwidth (including
preamble, header,'user data, CRC, and interpacket gaps) consumed during the
cumulative time indicated by the Time fieid.

'The header consists of the destination address, the source address, and the protocol type or 802 length field. I

B XNA>SHOW STATUS

~- 28.110 ~~ Status -- 25-~0CT-1989 16:17:01 ~- vUptime: 05.18:40
-=- NI Statistics -=--==--- -- NI Counters =------=--- ~--Process-~- ~~XMI--~-
Bytes/Pk ............ 85 BytessSnt ... . .. 46271442 Null 97.6% 0 0.0%
Bytes/¥mt .......... 103 BytesRcv ...... 43236506 Port 0.0% 1 3.3%
Bytes/Rcv ...... ... .72 MBytesSnt . ... ... 562131 Xmt-Ln O.3% 2 5.0%
Pk/Sec .............. 34 MBytesRcv .. ... 6751116 Kmt-Hs 0.0% 3 0.3%
Xmt/Sec ............. 13 PkSnt ........... 404207 Rev-Ln 2.0% 4 1.6%
Rev/Sec . ............ 20 PkRCV ........... 526404 Rcv-He 0.0% 5 5.3%
MBaudRate .... 0.01236z MPkSnt ............ 9479 Cmd-Hs 0.0% 6 0.0% .
Interrupts ...... 845302 MPkRCvV . ... ...... 106455 Mon 0.0% ? 0.0%
Interrupts/sec ...... 0 Cons 0.0% 8 0.0%
9 0.0%
~-=- Total NI Traffic =~-- -~ Error Summary -=-=-=-= -~-Buffers--~ A 0.0%
Bytea/Pk ........... 107 ¥mt/Wire ............ 0 Rev .... 0O B 0.0%
Pk/See ............. 595 Rev/Wire ............ [ Xat .... O c 0.0%
ThisNI + Other = TotBaud Rcv/Validation ...... 0 D 0.0%
0.2% 4 5.7% = 6.0% Rcv/NoBuffers ..... 1346 -~XNA Bup--- 2 B84 3%
LANCE 1.6% F 0.0%

XNAGR 0.0%

Table 10-9 Status Screen—Parameter Definlilons

Par ameter Description

Fihernei address The DEMNA's actual physical address (APA).
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SHOW

Table 10-9 (Comi.) Siatus Screen—Parameter Definitions

Parameter

Description

Date and time
Uptime

Bytes/Pk
Bytez/Xmt
Bytes/Rev

Pl/Sec
Xmit/Sec
Recv/Sec
MBaudRate

interrupts
interrupts/sec

Bytes/Pk
PivSec

ThisNi

Other

TotBaud

BytesRcv
BytesSnt

MBytesRev

The current date and time.
The time since the DEMNA was last reset, expressed in hours, minutes, and seconds.

Ni Statistics

The average numbar of bytes per packet (transmit or receive) during the last 3
seconds. This number includes honder,'user data, and CRC bytes.

The average numbear of bytes per transmit packet during the last 3 seconds. This
number includes haader,'user data. and CRC bytes.

The average number of bytes per receive packet during the last 3 seconds. This
number includes header,'user data, and CRC bytes.

The number of packets transmitied and received per second during the last 3 seconds.
The number of packets transmilted per second during the last 3 seconds.
The number of packets received per second during the last 3 seconds.

The megabaud rate for the DEMNA (transmits plus receives) during the last 3 seconds.
The baud rate is culculated fcr header,'user data, and CRC bytes but not interpacket
gaps or preambls.

The number of DEMNA-gennrated interrupts, including both error and port interrupts.
The number of DEMNA-generated interrupts that occurrer during the last 3 seconds.

Totai Ml Traffic

Thse average number of bytes per packet on the network during the last 3 seconds.
This number includes header,'user data, and CRC bytes.

The average number of packets per second on the network during the last 3 seconds.
This number includes all packets on the network.

The percentage of network bandwidth (preamble, header,'user data, CRC, and
interpacket gaps) consumed by DEMNA-related traffic (transmits and receives) during
the last 3 seconds.

The percentage of network bandwidth (preamble, header,'user data, CRC, interpacket
gaps) consumed by traffic (transmits and receives) related to other nodes during the
last 3 seconds.

The sum of ThisNi annd Other, which is equal to the perceniage of network bandwidth
(preamble, header,'user data, CRC, and interpacket gaps) consumed by sll nodes
during the last 3 saconds.

Ni Counters

The number of user data bytes received without error. This number does not include
headesr or CRC bytes.

The number of user data bytes transmitted without error. This number does not incluca
header or CRC hytes.

The number of user data bytes in muiticast packets received without error, This
number does not include header or CRC bytes.

'The header consists of the destination address, the source address, and the protocol type or B02 length fleld.
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SHOW

Teble 10-9 (Cont.) Status Screen—Parameter Definitions ‘

Paramelier Description

T!\;antssSm The number of user data bytes in multicast packets transmitiad withcut error. This
number does not include header or CRC bytes.

PkSnt The number of packets transmitted without error. This numbaer includes all XmvDef

packets (packets transmitted successfully after transmission was deferred because
of Ethernet traffic), all Xmt/One packets (packets transmitted without error after a
single collision-and-backoff sequence), and all Xmt/Mul packets (packets transmitted
successfully on the third or subsequent attempt).

PkRev The number of packets received without error. This includes those packets that have
passed all the port's filtering and validation checks, as well as MOP packets and
lcopback packets addressed to the DEMNA.

MPKSm The number of multicast packets transmitted without error. This number includes
all XmvDetf multicast pachets (multicast packsts transmitted successfully after
transmission was deferred because of Ethemnet traffic), all Xmt/One multicast ‘
packets (multicast packets transmitted without omror after a single collision-and-
backo!f sequancs). and ail XmtMul multicast packets {multicast packets transmitied
successfully on the third or subsequent attempt).

MphRev The number of multicast packets received without error. This includes those multicast
packets that have passed all the port's filtering and validation chaecks, as well as MOP
packets and loopback packets addressed to the DEMNA.

Error Summary

Xmt'Wire The sum of the following transmit errors: maximum number of retries exceeded (Ruy),
lost carrier (LCar), late collision (LCol), maximum length exceeded (MLen), collision
check test (CTest), transmit timeout (Timeout).

ReviWire The sum of the following receive errors: CRC error (Crc), framing error (Frame),
maximum length exceeded (MLen) efror, and invalid (invalid) error.
Rev/Validation The number of receivs packets that had one or more of the following filtering/validatior

errors: the packet was longer than the maximum size requested by the destination

user (SizeFilter). the packet had a multicast source address (SrcMCA}, an 802 packet
was longer than the length implied by the packet's Length field (Long802). an 802
packet was shorter than the length implied by the packet's Length field (Short802),

a nonmulticast packet was addressed 1o the port's physical address but had a user ‘
dasignalor (protocol type, DSAP, SSAP, or protocol identifier) not recognized by the

port (Urld).

RevMNoBufters The number of receive packets discarded dus to one or more of the following resource
errors: a system buffer was unavailable within 3 seconds or no intemal buffering was
available (Sbua), no user buffer was available (Ubua), the DEMNA port lcoked for but
did not obtain a systemn buffer (NoRcvBuff), there was "o available receive buffer in
DEMNA memory (Missed), the DEMNA herdware or firmware was unable to keep up
with the data rate (DOR).

Process Siatistics

Muil The percentage of CVAX time used by the kernel and/or scheduler (collectively calied
the Null process) in the last 3 seconds. The time spent in the null process is idle time.
Port The percentage of CYAX time used by the Port firmware process in the last 3 seconds.
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Table 10-9 (Cont.) Status Screen—Parameter Definitions

Parameter Description

Xmt-Ln Thae psrcentage of CVAX time used by the LanceXmt firmware process in the last 3
seconds.

Xmt-Hs The percentage of CVAX time used by the HostXmt firmware process in the last 3
seconds.

Rev-Ln The percentage of CVAX time used by the LanceRev firmware process in the last 3
seconds.

Rov-Hs Tha percentage of CVAX time used by the HostRcv firmware process in the last 3
seconds.

Cmd-Hs The parcentage of CVAX time used by the Command firmware process in the last 3
saconds.

Mon The percentage of CVAX time used by the Monitor firmwere process in the last 3
saconds.

Cons The percentage of CVAX time used by the Console firmware process in the last 3
seconds.

Buffers In Use

Rev The number of DEMNA-intemnal receive buffers currently in use. Maximum number of
receive buffers = 826.

Xmt The number of DEMNA-internal transmit buffers currently in use. Maximum number of
transmit buflers = 32.

ANA Bus

LANCE The percentage of total XNA memory bus traffic generated by the LANCE during the
fast 3 seconds.

XNAGA

The percentage of total XNA memory bus traffic generated by the DEMNA gate array
during the last 3 seconds.
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SHOW
Table 10-9 (Cont.) Statss Screen—Parameter Definitions °
Parameter Description
X
0..F The percentage of existing XM bus traffic generated by the corresponding XMI node

{0—F) during the last 3 seconds. The combinad percentages for all nodes should
nominally add up to 100%.

Note that these percentages pertain to existing XMl bus traffic, not to the maximum
possible XM! bus tratftic. For example, it XNA% = 8, then the DEMNA was consuming
8% of the ex:sting XMl bus traffic during the 3-second interval.

To . sughly cetermine the percentage of maximum possible XMl bus traffic consumed
by all XMl ~odes during a 3-sacond interval, use the following formula:

Pk Sec s (24 + Bytes/Pk) _
X NA Percentage + 108~ XMI Percentage .

For example. if Pk/'Sec = 1,000, Bytes/Pk = 500, and XNA% = 8, then the total XMI
bus traffic consumed by all XM nodes during the 3-second interval wes as follows:

1000 !24 + 500!
= 5.55
8+10° ’

The DEMNA thus consumad .524 % (8% of 6.55%) of the maximum oocssible XM bus
traffic during the 3-second interval.
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KWA>SHOW STATUS/ERROR

~= (08-00-2B-00-00-01 -- Status -- 01~-JAN-1988 19:02:06 -~ Uptims: 19:02:06
-=- Rcv Countere -----=<=- -= Xmt Counters -=------~- ~~ Lance Countarg -~-=-=-
BytesRcv .... 6327084034 BytesSnt .... 6327280628 Lan/Restart ......... 0
PkRcv ......... 17462507 PksSnt . ........ 17465275 Lan/U0flo ........... 1}
Rcv/MCAUrfd 114323 Xmt/Def ... ......... 769 Lan/TRxoff .......... [+]
Rev/SizoFilter ...... 0 Xmt/One ............ 123 Lan/Merc ............ 0
Rev/SrcMCA ... .. .. ... 0 Amt /Mal . ... ... ..., 132 Lan/TxRx ............ 0
Misc/Cntl ........... 0 Xmt/Rtry ............ 0 Rev/Buffer .......... 19
Rev/Invalid .. .. ... .. ] xmt/LCar ............ 0 RCV/NOSTP ........... 1]
Rev/short8o2 . ....... 4 Xmt/LCol ............ 0 ~= Misc Counterg ------
Rev/Long802 ........ 136 Xmt/MLen ............ 0 Err/HoetXfer ........ 0
Rev/Missed .. ...... .. 24 Xmt/CTe8t .. ......... 0 RX/NoRxBuf ....... .. 0
Hev/Dor ............. 2§ Xmt/Timsout ......... 0 RX/XmtRngfull ....... 0
Rev/NeRevBuf ... ..... 0 eermecccwmccccas Saved Error Datg ~e=ec-cmemcecvea
Rev/8tale . ... ... ... 4] Rtry at ........... None LCol at ........... Nor.e
Rev/Ubua ......... ... [s} LCar at . .......... None CTet &t ...... .... None
Rev/Sbua .. ... ... 0 Sbua at ........... Wone

Rev/Cro¢Frame. . . . . ... 0 Ccrc at . .......... None

Rev/MLen .. .......... ] MLen at . .......... Nonhe

Rev/urfd ... .. 2686 01-JAN-1988 19:02:05 60-02 MopRC 11.111

Table 10-10 Status/Error Screen—Parameter Definitions

Parameter

Description

Ethernet Address
Date and Time
Uptime

BytesRev

PkRov

Rev/MCAUrd

SizeFilter
Rev/SrehCA

Misc/Cnti
Rev/invalid

Bev/Shorig02

RevilLongB02

The DEMNA's actual physical address (APA).
The current date and time.
The time since the DEMNA was iast resst, expressed in hours, minutes, and seconds.

Rcv Counters

The number of user data bytes received without error. This number does not include
headar or CRC bytes.

The number of packets received without error. This number includes those packets
that have passed all the port's filtering and validation checks, as well as MOP packets
and loopback packets addressed to the DEMNA.

The number of multicast packets discarded because the packet's user designator
{protocol typa, DSAP, SSAP, or SNAP SAP protocol identifier) was not enabled for any
of the users defined to the pont.

The number of receive packets longer than the maximum size requested by the
destination user.

The number of packets received with multicast source addresses. A multicast address
is illegal for source addresses.

Miscellaneous counter 1. An unused counter reserved for future use.

The number of 832 recsive packets that were sc short that nothing else could be
determined about the packet.

The number of 802 packets whose length was sharter than that implied by the packet's
Length field.

The number of 802 packets whose langth was longer than that implied by the packet's
Length fleld.
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Table 10-10 (Cont.) Status/Error Screen—Parameter Definitions

Perameter Description

RevMissed The number of times the LANCE reported a migsed error. A missed error occurs when
the LANCE discards one or more packets because no receive bulfer is available in
DEMNA memory.

Rev/Dor The number of receive packets discarded by the firmware because the DEMNA
hardware or firmware was unable to keep up with the data rate.

NoRcevBuf The number of times the port looked for but did not obtain a system buffer.

Rov/Stale The number of receive packets discarded bacause a system buffer was unavailable
(SBUA) within 3 ssconds.

RevAlbua The number of receive pachets discarded because a user buffer was unavailable
{(UBUA). This counter is maintained by the port driver.

Rev/Sbua The number of receive packets discarded by the firmware because a system buffer

was unavailable.

ReviCre+Frame The number of receive packets that had either a CRC errar (Rcv/Cre) or a framing
error (Rcv/Frame). A CRC error occurs when the packet CRC calculated by the
LANCE does not match the CRC vaiue specified in the packet. A framing errr occurs
when a packet was not framed on a byte boundary.

Revidlen The number ol Ethernet raceive packets whose length is longer than 1518 bytes.

Rov/Urid The number of nonmukticast receive packets discarded because the user designator
(protocol type, DSAP. SSAP, or protocol dentifier) was not recognized by the port.
(The packet was, however, addressed to a physical address enabled by the port.)

Hmt Counters I

BytesSni The number of user data by 2 transmitied without error. This number doas not include
header or CRC bytes.
PkSnt Ths number of packe!'s transmitted without error. This number includes all XmyDef

packets (packets Fansmitted successiully after transmission was deferred because
of Ethemet traffic), all Xmt/One packets (packets transmitied without error after a
single collision-and-backoff sequence), and all XmtMul packets (packets transmitied
successfully on the third or subsequent attempt).

XmyDet The number of packets transmitted without error after transmission is delayed once. .
{The packet is tranamitted successfully on the second attempt.)

XmyOne The number of packets transmitted without error after a single collision-and-backoff
sequence. (The packet is transmitted successfully on the second attempt.)

Xmt/Bul The number of packets transmitied without error after more than one collision-and-
backoff sequence. (The packet Is transmitied successiully on the third or subsequent
attempt.)

XmyRtry The number of packets that could not be transmitted because the maximum number of
tranemission retrias (16) was exceedad.

X' LCar The number of packets that failed transmission because the LANCE could not detect
the carrier during ransmission.

Xmt'l Col The number of packets that failad transmission because of a late collision.

Xmtdlen The number of packets that failed transmission because the ‘otal packet length was

longer than the maximum allowable size.
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SHOW

Table 10-10 (Cont.) Status/Error Screen—Parameter Definitions

Paramater Description

XmvClest The number of times the LANCE did not detect the Collision Detect signal gensrated
by the Ethemet transceiver to which the DEMNA ls connected.

Xmt/Timeout The number of times the LANCE failed to complete transmission of a packet within 800
milliseconds.

LANCE Counters

Lan/Restant The number of times the DEMNA firmware restarted the LANCE.

LanfAJOilo The number of transmit underfiow errors plus the number of receive overflow errors
detaected by the LANCE.

Lan/TRxoft The numbaer of imes the firmware noticed that the LANCE transceiver or receiver was
turned off when it should have been on.

Lenfder The number of memory errors detacted by the LANCE.

Lar/TxRx Ti » number of nonloopback recelve packets whose source address is the same as the
DEWNA's actual physical address (APA).

Rev/Butter The number of times that the LANCE reported a buffer error in & receive bufler
descriptor.

Lan/NoSTP The number of buffer descriptors that did not have a start-of-packet indicator when the
LANCE expected such descriptors.

Miscelianeous Counters

Err/HostXier The number of transfer errors that occurred during a transfer to or from host memory.

RX/MNoRxBut The number of packets that could not be transmitted in response to a MOP or loopback
message because no LANCE transmit buHfers were available.

RX/XmtRngFull The number of packets that could not be transmitted in responsa to a MOP or loopback
message bacause no LANCE transmit ring entries wers available.

Saved Error Data

Rtry at The date and time at which the last Xmt/Rtry error occurred.

LCar at The date and time at which the last XmtLCar error occurred.

Sbua at The date and time at which the last Rev/Sbua error occurred, followed by the user

designator (protocol type, SAP, or SNAP SAP protocal identifier), name, and address
(DECnet or Ethernet) of the node that sent the packet. The 802 SNAP SAP user is
identified by an asterisk (*) after the SNAP SAP protocol identifier.

Crec at The date and time at which the last Rev/Crc error occurred, followed by the user
designator (protocol fype, SAP, or SNAP SAP protocol identifier), name, and address
(DECnet or Ethernet) of the node that sent the packet. The 802 SNAP SAP user is
identified by an asterisk (") after the SNAP SAP protocol identifier.

The "Crec at® fisld records bad-CRC packets even if such packets are not addressed
to the DEMNA. The Rev/Cre+Frame counter, however, records only packets that are
addressad to the DEMNA. Thus, if the "CRC et” field displays information but no arror
is recorded in the Rev/Cre+Frame counter, *he detected bad-CRC packet was not
addressed to the DEMNA.
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Table 10-10 (Cont.) Status/Error Screen—Parameter Definitions

Parameter Description

filon at The date snd time at which the last FcviMlen error occurred, followed by the uger
designator (protccal type, SAP, or SNAP SAP protocol identifier), name. and addrass
{DECnet or Ethernet) of the node that sent the packet. The 802 SNAP SAP user is
identified by an asterisk (°) aftar the SNAP SAP protoco! identifier.

Urdd at The date and time at which the last RevAUrid error cocurred, followed by the user
designator (protocol type, SAP, or SNAP SAP grotocol identifier), name. and address
(DECnast or Ethernet) of the node that sert the packet. The B02 SNAP SAP user is
identified by an asterigk (") after the SNAP SAP protocol identifier.

LCol at The date and time at which the last XmiLCol error occurred.
CTat at The date and time at which the last Xmt/CTst error occurred.
KNA>SHOW STATUS/INTERVAL ‘
-= 28 101 -= Status -- 25-0CT=-1989% .¢:17:01 =-- Uptime: 06:18:40
-- Inte.val Counters --
-« NI Rtatistics ~<-e--= =~ NI Count@egs --ce-<-e- ~-Proceag--- ~~¥MI-~-
Bytea/Pk ............ 85 BytesSnt ...... 462714842 Rull 97.6% 0 0.0%
Bytea/Xmt . ... ... ... 103  BytesRcv ... ... 43236506 Pport 0.0% 1 3.3%
Bytea/Rev ......... . 12 MBytesSnt ....... 582131 Xmt-Ln 0.3% 2 5.0%
Pk/Sec ............ . 34 MBytesRcv .. . ... 6751116 Xmt-Hs 0.0% 3 0.3%
Kmt /Sec . ........ .... 13 PkSnt ... ..... ... 404207 Rev-Ln  2.0% 4 1.6%
Rev/Sec . ... . ... ..., 20 PKReV .. ......... 526404 Rev-Hae 0.0% 5 $.3%
MBaudRate . .. 0.012362 [ 137 o1 2479 Cmd~-Hs 0.03% 6 0.0%
Interrupts ...... 849302 MPkRcv .......... 106455 ®on 0.0% 7 0.0%
Interrupts/gec ... ... [¢] cons 0.0% 8 0.0%
9 0.0%
-- Total HI Traffic --- -~ ECror Summary -~--e---- --Buffers-~- A 0.0%
Bytee/Pk ...... . ... . 107 Xmt /Wire ... ......... 0 Rev ... 0 B 0.0%
PR/Sec .. .. ....... . 595 Rev/Wire ... ...... ... 0 Xmt .... © c 0.0%
ThisNI + Other = TotBaud Rev/Validation ... ... 0 D 0.0%
0.2¢ ¢ 5.7% = 6.0 Rcv/NoBuffers .. ... 1346 --XNA Bug--- E B84.3%
LANCE 1.6% F 0.0%
XRAGA 0.0%
The Status/Interval screen displays the same screen as the SHOW .
STATUS command. The only difference between the two screens is

the time interval for which the NI counters and the Error Summary
counters record events. In the Show Status screen, these counters
record events from the last reset of the DEMNA module. In the Show
Status/Interval screen, these counters record events starting when the
SHOW STATUS/INTERVAL command is entered.
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-- 08-00-2B-00-00-01 -- User Data ~-- Ol-JAN-1588 00:24:14 ~-

@ Pet/Sap/PIL

MaxX MinX MaxR Strt Stop Size Pad Cls Prm Bdc Unk Amc

0 Eth-60-00 1514 14 1518 1 0 N N - N N N N
1 8028ar-22 1814 14 1518 1 0 Y N 1 N N N N
2 08-00-00-00-03 1514 14 1518 1 0 Y N 1 N N N N

Teble 10-11 User Screen—Parameter Definitions

Paramater Description

Ethemet Address The DEMMNA's actual physical address (APA).

Date and Time Tha curremt date and time.

@ The user index.

PwSap/P! The user designator (protocol type, SAP, or SNAP SAP protocol identifier) for the user.
Eth indicates an Ethernet user. (See Appendix | for the most commonly used Ethernet
protocol types ) 802SAP indicates an 802 SAR user. Five 2-digit sets of hex numbers
(xx-xx-xx-xxu-xx) indicate an 802 SNAP SAP user.

MeanX The maximum allowable size for transmit packets.

MinX The minimum allowable size for transmit packets.

MaxR The maximum receive size specified for the user.

Strt The number of times since tha last power-up or reset that the user has been started
by the firmware.

Stop The number of times since the last power-up or reset that the user has been stopped
by the firmware.

Size indicates whether the DEMNA port expects receive packets sent to the user to have a
Length field. The port uses this fisld to validate the pecket length. Y = yes; N = no.

Pad indicates whether padding is enabled for the user: Y = yes; N = no.

Cis indicates the class (1 or 2) of an B02 user. Valid only for an 802 user.

Prm indicates whethar the usar is operating in promiscuous mode: Y = yes; N = no.

Bdc indicates whether the usar accepts broaacast packets: Y = yas; N « no.

Unk Irdicates whether the user is the unknown user: Y = yes; N = no.

Ame Indicates whether the user accepts packets addressed to any multicast address: Y =

ves, N = no.
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KPA>SHOW KPUD

-- 08-00-2B-00-00-01 -- Powerup Diagnostic Register -- 01-JAN-1988 01:09:35 --

Actual XPUD =« FFFFCO00? Expected good value = FFFFC007
Bit sat 1if . Bit Set if...
0 -~ Firmware init complete 16 - LANCE Test paseed
~ LANCE Bxternal Loopback 17 - shared Parity RAM Teat passed
2 - EBEPROM loaded into RAM 18 - shared RAN March Test passed
3 - EPROM loaded into RAM 19 - XNADAL Timeout Logic Teet passed
4 -~ Diagnecatic patch table ip bad 20 - XNADAL Readback Test paessed
5 - BEPROM error history exiats 21 - EEPROM Test pasged
6 - Resorved 22 - ENET PROM Test passed
7 - Reserved 23 - CVAX Chip Test passced
8 - Reserved 24 - CVAX Parity RAM Test pansed
% « Reserved 25 - CVAX RAM Harch Teet paosed
10 - Ressrved 26 - Conscle Drivers Test passed
11 « Reserved 27 - S8C Test paseed
12 « Reserved 280 - Diagnostic Register test paased
13 - Regerved 29 - CVAX Interrupt Lines Test passed
14 - XNAGA Test passed 30 - Boot Rom Test passed
15 - Eth Subsystem Parity Test passed 31 - Self Test Complete

Table 10-12 XPUD Screen-—Parameter Definitions

Parameter Description

Da%s and Time The currant date and time.

Actual XPUD The Power-Up Diagnostic {(XPUD) Register contents in hexadecimal. .
Expected good value The hexadecimal value that the XPUD Register should contain if all DEMNA self-test

routines passed. Note that the expscted good value can also be FFFFCO27 1 there is
an enlry in the EEPROM error history.

bit0 ... bit 31 Explanations of all significant bits in the XPUD Register.
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The T/R command invokes the L=MNA diagnostic monitor, from which t..2
DEMNA ROM-based diagnostics (RBDs) can be run. The diagnostic monitor

displays the follxwing prompt. RBDn, where n is the DEMNA's XMl node
numbaer.

This command is valid only under the following circumstances:

»  When entered from the physical console attached directly to the DEMNA
module

*  When the DEMNA is in the uninitialized state. To put the DEMNA in the
uninitialized state, stop all applications that are using the DEMNA or reset
the system with auto stant off.

Tha command cannot be used from a networked terminal (either local or

remote).
FORMAT TR
XNA>T/R
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Console Command Language Control Characters

Six ASCII control characters have special meaning to the DEMNA ronsole
monitor program. Table 10-13 describes these control characters.

Figure 10-1

Table 10-13 Consoie Control Charecters

Character

Function

CTRUA

CTALD

BB

CTRUL

CTRLU
CTR

i

Alternates between a Status screen and a Status/Error screen or
between an Interval Network screen and an Accumulated Network

screen.

Disconnects the console and exits to the system prompt Hag no
effect when used on the DEMNA's physical console.

Alternates bstween the Status screen and the Status/interval screen
or between the Inte: val Status/Error screen and the Accumulated
Status/Error screen Valid only when one of these screens is buing
displaysd. |f such . screen is not displayed, entering this control
character invokes a Status scraen.

Retrieves the last consols command line that was entered. The last
four command lines can be retrisved.

Clears the current console command line.

Ref. .es the screen during the display of a Status, Status/Error,
Status. Interval, or Network screen. If emered when such a screen is
not being displayed. clears the screen and displays a Status screen.

Figure 10—1 shows how [CTRUA| and [CTRUE] can be used to go from oiie

screen to another.

Using Controf Charac .S to Switch Scr ens

STATUS

STATUS/ERROR

NETWORK

INTERVAL

CTRUE

CTRUE

CTRUA

ACCUMWRLATED
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10.7 How to Use the Status Screens

The three Status screens accessible through the SHOW command convey
a great deal of information that may not be readily apparent. The best
way to use these screens is to look at sets of counters rather than at
individual counters in isoclation. This section describes verious sets of
Status screen counters and suggests how to use them as diagnostic and
network management tools.

In general, the Status screen counters can be divided into two main
groups:

e Counters that co.ivey error information

® Counters that indicate how resources are being used

The sets of counters within these two main groups are described below. A
set of counters is described by showirg a picture of the appropriate Status
screen(s) with the relevant counters highlighted.

10.7.1 Error Information

Table 10-14 describes the types of errors monitored by the Status screen
counters, as well as additional error information provided by these
counters. There is one set of counters for each error type or class of
supplemental error information.

Table 10-14 Error Information Provided by Status Screen Counters

Error Type/Error Information Description

Ethemet errors Errors that occur because of problems on the Etharnet wire. Examples of
such errors include late collisions on transmits and CRC errors on receives.

Packet filtering/validation errors Errors that the port discovers when fikering and performing validation checks

on transmit and receive packsts. Such errors include frame length errors and
packets that do not filter to enabled port users.

Lack-of-resource efrors Errors that occur when there are insufficient resourcas to process valid
receive packets. Such errors include data overrun errors and a lack of user
buffers.

Time/user information Time and/or user information pertinent to particular errors or to overali DEMNA
operation.

LANCE erors Errors recorded by the LANCE chip.

Firmware debug information information useful only for debugging the DEMNA firmware.

Notice that the first three error types listed above—Ethernet errors, packet
filtering/validation errors, and lack-of-resource errors—trace the progress
of a packet through the three major segments of a receive operation:

1 Receiving the packet from the Ethernet
2 Filtering and validating the packet
3 Transferring the packet to the port driver and higher-level users
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10.7.1.1 Ethernet Error Counters

These counters record errors resulting from problems on the Ethernet
wire. The Xmt/Wire and Rev/Wire counters in the Status and
Status/Interval screens are error summary counters that respectively
indicate the total number of transmit and receive errors recorded by the

highlighted countere in the Status/Error screen.

NOTE: The Xmt/Wire counter records Xmt/Mlen errors even though such
errors are validation errors rather than Ethernet errors. The
Emt/Wire counter is used to record Xmt/Mlen errore because it is
the only summary counter available for transmit errors.

Status and Status/interval Screens

== 0¥8-00-2B-70-00-01 -- Statua ~-- 01-AUG-1$89 19:01:19 -- Uptimae: 01:43:235

== WI Statistice -~=----

Bytea/PX ............ 64
Bytow/Hat ........... 64
Bytes/Rav . .......... €4
Ph/Ba@ .......... 310
Kat/Sec ............ 2858
Rov/dec _........... 258
dBaudiate ..... 0.274471
Interrupts ... 104599633
Interzupts/Ses .... 255
== Total WI Traffic ----
Bytes/Ph ........... 237
PR/Sec ............ 1418

This¥I 4+ Other = TotBaud
2.5% ¢ 26.090 @ 29.5%

-- 08-00-28B-00~00-01 -- Status -- 01-AUG-1969 19:40:

-- Rev Counterg ~=~-====
BytasRov .. 6327084034
PRRevw ......... 17462507
Rov/MCRULfd ......... [ ]
Rov/Sigefilter ...... 0
Rov/SseMCA .......... [}
Rov/Short®02 ........ [+]
Rov/Long802 ......... 0
Rov/Miseed .......... 0
Rew/DIOE .. .ovvvrnvnnn 0
Rev/HWoRevBaf ........ 0
Rov/8tale ........... o
Rov/Obhua ............ 0
Rev/Shua . ........... 0

FCectPramm ... ... O
Rerw [ Y .. O
Row/Orfd ............ i

== HI Counters —--~==w~e=~ -~ Process -- XM~~~
Bytesdnt .... 6327255447 Mull 89.0% 0 0.0%
BytaesRev .... 6327084034 Port 0.7% 1 0.0%
MbytesSnt ........ 20470 Xmt-Ln 2.8% 2 0.0%
MbytesRev ........... 0 Xmt-Gs 2.0% 3 0.0%
PkSnt . ........ 17464886 Rcv-Ln 1.6% 4 0.0%
PkRev ......... 17462507 Rov-Be 3.0% s 0.0%
MPkSnt ............. 230 Com-Be 0.0% [ 0.0%
MPRRCV .........oc000s 0 Mon 1.0% 7 0.0%
Cons 0.4% 8 2.0%
9 0.0%
--Buffers-- A 0.08
Rev .... O B 0.0%
. P met .... 1 c 11.7%
Rev/Validation ...... 1 »] 0.0%
Rov/NoBuffere ....... 0 --XMA Bug--- 2 89.3%
LAMCR 9.3% r 0.0%
XHAGR 0.0%
Status/Error Screen
45 -- Optime: 2:23:01
-=- Xmt Counters ~—-----=- -= Lance Counters ~-~---
BytesSnt .... 6327280698 Lan/Restart ......... 0
PSRt ......... 17465275 Lan/U0flo ........... [+
me/Def ............ 769 Lan/TRxoff .......... 0
Xat/One ............ 123 Lan/Merr ............ [
Xme/Mul ...l 132 Lan Tx/Rx ........... 0
Rev/Buffer .......... 0
ReV/BOSTR ..........0 0
== Mise Counters =------
............ Brr/BostXfer ........ O
RX/WoRxBuf .......... 0
sisnsass RE/E=tRngifull ....... [}
---------------- Saved BError Data ««<v--c-=vecccncn=
Regy at ........... Hone LCc” mt ........... Rone
ICar &t ........... Mone Cfst @t ........... Bone
Shuas at ........... Hone
Cre @t ........... Hone
Mlen at ........... Hone
01-AUG-1989 08:02:05 60-02 HopRC 11.111
mab-0326-80
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10.7.1.2 Filtering/Validation Error Counters
These counters record filtering and validation errors detected by
the DEMNA port. The Rcv/Validation counter in the Status and
Status/Interval screens indicates the total number of filtering and
validation errors recorded by the highlighted counters in the Status/Error
screen.

NOTE: Although Xmt/Mlen errors are validation errors, they are recorded
in the Xmt/Wire counter in the Status and Status/Interval ecreens
since Xmit/Wire ia the cnly summary counter for transmit errore.

Status and Status/interval Screens

= 08=00-28-00-00-01 -~ Status -- 01-AUG-108% 19:01:19 -- Uptime: 01:43:38

-+ WI Statietics -we~=--- ~= NI Counters --=vec-=- -~ Process -- -=Rg~--
Bytesa/Pk ............ 64 BytesSat .... 6327235447 ®ull €8.0% ] 0.0%
Bytas/Imr ... ........ 64 BytesRav .... 6327084034 Port 0.7% 1 0.0%
Bytes/ROV ........... 64 ibytesSnt ........ 20470 Xmt-Ln 2.8¢ 2 0.0%
PR/ByC .. ... e 510 MbytesRevy .. ......... 0 JXmt-He 2.0% 3 d.08%
T /BN ..o 255 Pké8nt ......... 17464886 Rcov-La 1.6% 4 0.0%
Rew/8a8 . ... .00 253 PRRoV ......... 17462307 Rev-Re 3.0% -] 0.0%
MBavdRite ..... 0.274472 MPESRt ............. 230 Co=-Bs 0.0% [ 0.0%
Interzupts ... 1043599634 MPRREY . ........000000 0 Hon 1.0% 7 0.0%
Intercuyto/8ec .... 285 Conn 0.4% 8 0.0%
] 0.0%
-~ Potal NI Traffic ~--- -=- Brror Summary ----~-- ~--Buffers-- A 0.0%
Bytes/PK . .......... 237 Mut/Wire ............ 0 Rev .... O B 0.08%
PR/Sec ............ 1418 Rev/Wire .. ... ....... 0 Xt .... 1 c 11.7%
ThizRI ¢ Other = TotBaud [Rov/Validaetion ...... 1 D 0.0%
3.8% ¢+ 26.08 w 29.5% Rcv/HoBuffers ....... 0 --XMA Bus--- E 69.3%
LAKRCE 9. 3% 4 0.0%
IRAGA 0.08
Status/Error Screen
~= 0B8-00-2B-00~00~01 -- Status -- 01-AUG~19892 192:40:45 -- Uptime: 2:23:01
-~ Revw Counters -~---=-- -- Kot Counters -=---v-= -- Lance Counterg ~-----
BytesRav .... 6327084034 BytesSnt .... 6327280698 Lan/Ragtast ......... (o]
....... .. 17662507 PkSnt ......... 17465275 Lan/U0flo ........... O©
Rav/MCADEEd . ... - vees O ¥mt/Def ............ 769 Lan/TRxoff .......... [+]
fow/Bigafilter ...... O Xmt/Omne ............ 123 Lan/Merr ............ 0
Row/BgeMMCRA . ..... ... ©Of Xamt/Mul ............ 132 Lan T=/RX ........... 0
tdlec/Cntl ........... 4] Bme/RtEY .. .......... 0 Rev/Buffer .......... (4]
Rav/Invalid ......... 4] Xmt/iLCar ............ 0 Rav/HoSTP ........... 4]
OTEBOZ ..er.0., U Fmt/LCol ............ 0 -~ Hisc Counters -=-----
Reve/ 802 ......... O [E=t/ifen ............ O] Brr/BostEfer ...... .. ©
seed .......... 0 Xat/CTest ........... 0 RX/WoRzBuf .......... 0
Ree/DOZ ......o0nunn. 0 Emt/Timsout ......... 0 RI/Xsthngfull ....... o
Rov/WoRovBuf ........ 0 cecmccccccccovas Saved Brror Data -------- crvemac=
Rov/8tale ........... O Retryat ........... Wone ILCol at ........... Hone
Rew/Ubua ............ 0 iCer 8t ........... Hone CTat at ........... Hone
Roe/8bua . ......... .. (4] ua at .. ... .00 Hono
Rov/Ceotframe ....... ] Cre &8t ........... ¥Bone
Row/Mion . ......00... [+] Mlen 2t ........... Rone
Reyw/Osfd .. oo0nsovae 1] 01-pUG-1989 08:02:05 60-02 MopRC 11.111
mab-0330-89
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10.7.1.3 Lack-of-Resource Counters
These counters record errors resulting from insufficient resources for
processing valid receive packets. The Rcv/Nobuffers counter in the Status
and Status/Interval screens indicates the total number of lack-of-resovice
errors recorded by the highlighted counters in the Status/Error screzn.

NOTE: The Rx/NoRxBuf and Rz/XmtRngFull errore are not recorded in
the Rev/NoBuffers counter even though they are lack-cZ-resource
errors. Rx/NoRzBuf and Rx/XmtRngFull errors pertzin only to
non-host related packets (specifically, MOP loopback packets).

Status and Status/Interval Screens

e 0B8-00-2B-00-00-01 -- Btatus -~ 01-AUG-1989 15:01:19 ~- Optime: 01:43:35

-~ WI Statisticy ------- -=- BI Counterg ==-=c~we= -« Procese -~ e~
Bytea/Pk ............ 64 ByteeB3nt .... 6327255447 Wull 88.0% 0 0.9%
Bytes/¥mt ........... 64 BytesRev .... 6327084034 Port 0.7% 1 0.0%
Bytes/Rov ........... 64 ibyteeSnt ........ 20470 Xmt-Ln 2.8% 2 0.0%
Ph/Sec ............. 510 tbytesRev .. ......... 0 Tut-Be 2.00 3 0.0%
me/8%e0 ............ 288 Pk8nt ......... 17464886 Rev-1Ln 1.6% 4 0.0%
Rov/Bac ............ 258 PkRev ......... 17462507 Rov-Be 3.00% L] 0.0%
tBaudRate ..... 0.274471 MPkSnt ............. 230 Com-Bas 0.0% 6 0.0%
Intecrupte ... 104809634 MPRRew ............... 0 HNon 1.0% 7 0.0%
Intezzrupta/Sec .... 258 Cone 0.4é% 2 0.0%
9 Q.00
== Total WI Traffic ---- -= Error Summaty ----- -s ~-Buffars-- A 0.0%
Bytea/Pk ........... 237 Kt /®Wige ............ 0 Rev .... © B 0.0%
PR/Bec ............ 14i1e Row/Wige . .......... 0 Eme .... 1} c 11.7™
This¥WI 4+ Other = TotBaud ' dation . ..... % D 0.0%
3.5 ¢ 26,00 = 29. 8% Rev/HoRuffers .. ..... g8 --X3A Bus~~- E 892.3%
LARCE 9.3% - 0.0%
DAGA 0.0%
Status/Error Screen
-=- 08-00-2B-00-00-01 -~ Status -~ 01-A0G-1989 19:40:45 -- Uptims: 2:23:01
-=- Rov Counters « - e-—=-=-- -- Emt Countar@ --rme==-- ~- Lance Counters --~<=-=-
BytasRov .... 6327084034 BytesSnt .... 63272806228 lLan/Rastast ......... 0
PRRo® ......... 17462507 PR8Nt ......... 17468278 Lan/WOflo ........... ]
Rev/MChbz€d ......... ] Emt/Def ............ 769 Lan/TRmoff .......... 0
Rev/Sizgefiltar ...... [+) ¥mt/One ............ 123 LanfMerr ............ (]
Reg/B8ectild ... ...... o Hmt/Mel ............ 132 Len PR/BR ........... 0
Migo/Catl ........... O Eme/Rery ............ ¢ Rev/Buffer .......... (i)
Rev/favalid ,........ 0 Rat/LCar ............ 0 Rcv/BoSTP ........... 0
Ruw/BhostB02 ........ 0 Mmt/iCol ............ ¢ -- iisc Countere ---<=-
0 Eet/i@en ............ 0 EBrr/BostXfer ........ 0
6] Mwt/CTest ........... 0  eeecerses D
@ Rmt/Timeout ......... o / 1L ... D
B ecoce-- mesccecvoea Savoed Erreor & ~eve-=- e en—e=
O] Rezy et ........... Hone ICol @t ........... Hone
o iCer at ........... Wione CITot &8t ........... Hone
[+] goum @t ... ..... ... Hone
(] Cee at ........... Hone
o Mlen @& ........... Hone
3 01-AUG-1989 08:02:05 60-02 HopRC 11.111

meb-0331-89
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As Figure 10-2 indicates, the lack-of-resource error counters are ordered
as follows with respect to the data flow of a receive operation:

Rev/Missed—missed packet

Rev/DOR—data overrun

Rev/NoRcvBuf—no receive buffer (potential SBUA)
Rev/Sbua—system buffer unavailable
Rev/Stale——stale packet

6 Rcv/Ubug—user buffer unavailable

»n & W R =

Errors 1 and 2, which involve receiving the packet from the Ethernet, are
detected by the LANCE chip. Errors 3 through 6, which involve transfer of
the packet from the port to the port driver, are detected by the port. Error

6, which involves transfer of the packet from the port driver to the user, is
detecied by the port driver.

Figure 10-2 Ordering of Lack-of-Resource Errors

DEMNA HOST MEMORY

ETHERNET HOST

PORT USER
B LANCE | & pyveRING &1 rescuRces | ®] RESOURCES

mab-0332-89
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10.7.1.4

Time/User Fleids
These fields rrovide time and user information pertinent to particular
errors or to overall DEMNA operation. The headers for each screen
indicate (among other things) the uptime for the DEMNA module. ‘i'he
time/user fields in the Status/Error screen indicate when the last instance
of a particular receive error occurred and which network node transmitted

the receive packet.

Status and Status/intervai Screens

[-= ©8-00-28-00-00-01 -~ Status -- 01-AUG-1989 19:01:19 -- Uptime:  01:43:38 ]

Bytas/Pk ............ 64
Bytes/Met .. ......... 64
Bytes/Rov . .......... 64
PR/Bac ... .......... 5310
Eme/8ec ............ 288
Row/Sec ............ 285
iBaudiate ..... 0.274471
Intescupts ... 104598634
Intecrupta/Bec . 288
-= Totel KI Traffioc --~-
Bytes/PR ........... 237
PR/88@ ............ 1418

ThieWE ¢+ Yther = TotBaud
3.5 ¢ 26.0% =

- o

29.5%

«= HI Countersd ~we-we-=-
Bytes8nt .... 6327235447
BytesRov .. .. 6327084034
ibytes8nt ........ 20470
MbyteeRev ........... ]
PRBnE ......... 17464006
PkRev . ........ 17462507
WkEnt ............. 230
MPRRGVY ............... ]
~-- EBrror Summery -------
Xmt/Wire ............ 0
Rev/Wirge ............ [+]
Rev/Validation ... ... 1
Reov/WoBuffere ....... o
Status/Error Screen

-- Process -- L2 -+ SO L
Bull 89.0% [+] 0.0%
Port 0.7% 1 0.08%
Zmt-La 2.0% 2 0.0%
Emt -8o 2.0% 3 0.0¢
Rov-La 1.6% 4 0.0%
Rov-le 3.0% [ ] 0.0%
Com-Be 0.0% [ 0.0%
tion 1.0% 7 0.0%
Cons 0.4% [ ] 0.0%

[ 0.0%
--Puffore-- A 0.0%
v .... ©O B 0.0%
e .... 3 c 11.7%

D 0.0%
--1HA Buo--- E S2.)
LANCR 2.3% F 0.0%

onee 0.0%

'~- 08-00-2B-00-00-01 -~ Btatus -- 01-AUC-1986 10:40

148 -~ Uptime: 2:23:01 |

-=- Rew Counters

BytesRev . 6327084034
PR ...... ... 17482507
Rov/UCRDzEd ......... 4]
Rev/BigeFilter ...... (]
Ree/SeciéCa . ......... ]
Misa,/ mel ........... [4)
Rew/invalid ......... [+]
Rov/8hort802 ........ [+]
Rov/Long@02 ......... o
Rev/Misged .......... 1]
Row/Bog ............. ]
Ree/BoRuvBug ........ 0o
Rew/8tele ........... [+]
Rov/Ubua ............ o
Revw/@bua ............ [}
Bew/Croe¥Feams ....... [
Row/dlen .......... 0
Bow/Oefd ............ i

10-42

-= Emt Counters --=--=--
BytesSnt .... 6327280698
PRSNE ......... 17468275
Xmc/Def ............ 169
wE/One ............ 123
Hest/Mul ............ 132
TBE/RELY .o cevenannn o
Emt/LCar ............ [+
Xmt/LCol ............ 0
Mme/Weon ............ (]
Zot/CTo0t ........... [+
Rt /Timsout ......... [+]
BRerp &t ........... Hone
iCar at ........... Tlone
Ehus &t ........... Yiona
Coee ab ........... Hong
Hlen at

01-ACG-1988 00:02:08 60-02 MopRC 11.111

-- Lance Countogy ------<
Lan/Rastagt ......... 0
Lan/G0fle ........... 0
Lan/TReoff .......... [+]
Lan/MaLe ............ 0
Lan Px/B® ........... 1]
Rev/Buffer .......... ]
Rev/HoB8TP ........... 0
~= Miso Counters =~-=-~-

Bre/BontXfor ........ 0
RX/MobxBug .......... ]
BX/ZmtRagifull ....... ]

CPat 0t ......... .. Hono

msb-0323-80
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10.7.1.5

LANCE Counters

These counters, which are copies of LANCE chip counters, record LANCE-
related events. The count in the Lan/Restart counter can increase rapidly
when the DEMNA's loopback mode (a diagnostic function) is turned on or
off or when the port driver enables and disables promiscuous mode for a
port user when the Enable Promiscuous Mode flag in DEMNA EEPROM
(see Chapter 9) is set to No.

Status/Emor Screen

o= 08-00-2B-00-00-01 -- Btatus ~-- 0l-AUG-1969 10:40:45 -- Uptime: 2:23:01

== Rov CotnhteLg ~c-ccw== -= Bat Countegs c-r=c~e- <= Loance Counters -=-e=-
BytesRove .... 6327004034 BytoeSnt .... 6327200690 |Lan/Restart .........
PhRovw ......... 17462507 PhSnt ......... 176685273 |Lan/O0fle ...........
Rov/WChAOzfd ...... ... [+] Hme/Dof . ........... 769 e
Rov/B8igefilter ...... [+ Bat/One ............ 123

Row/SecCh . ......... o] Dme/al . ........... 132 cens
Mios/Cntdl ........... /] Eme/Reey ............ 0

Rov/Invalid ......... 0 Xmt/iCar ............ 0 |Bow s asessiaes
Rov/Bhortd02 ........ 0 Wt/LCol ............ 0 «- Hirc Counters ~<ece-
Rov/LengB02 ......... 0 Xmt/Mlen ............ 0 Brr/HostXfer ........ ]
Bow/iicged . ......... (4] e /CTagt ........... 0 RE/WeRxBuf .......... [+)
ROV/BOE .....cccvvne ¢} Rmt/Timeout ......... 0 RX/XmtRegTull ....... 0
Rov/HeRoviud ........ 0 ececmsececvences Saved Brror Data -----c-cccee- -
Rov/8tale ........... 0 Rezyat ........... ione LCol &t ........... Hono
Bevw/thuas ............ 0 Car et ........... Wone CT%st ot ........... Hona
BRevw/@bua ... ... ... o gua ot ........... Hore

Rovw/Crotfeamn ... . ... ] Cre @t ........... Hone

Rev/tlen ............ O Mlemat ........... tione

Rov/Oefd ......... .1 Gl-a0G-1989% 08:02:05 60-02 WapRC 11.1211
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10.7.

16 Firmware Debug Counters

These two counters are useful only for debugging DEMNA firmware and

thus do not convey useful information to DEMNA users.

Status/Error Screen

= 08-00-2B-00-00-01 -- Status -- 01-AUG-1980 12:40:43 -- Uptimo:

== Rev Counters v<-«w--=-
BytesRov . 6327084034
PRlow ......... 17462307
Rov/MCAUeEd ......... 0

Row/Short802
Rov/Long802

Rev/Missaed . ...
Raw/Dee .............

Rov/WoRcvBuf

10-44

-= Hmt Counters <e—ewee-
ByteaZat .... 6327200698
PhSnt ......... 17465278
Mmt/Def ............ 76%
.. 123
. 132

2:23:01

[+

0 RX/EmtRagifull ....... 0
---------------- Saved Brror Datg ~~-----rme-seww.
Rerey at . ........ .. Bone LCol at ........... Hone
LCar @©t ........... Mone CPet at ........... HWone
Shua at ........... Hone
Cre @t ........... Fone
Mlon @t ........... Hono
01-RADG-19689 08:02:05 6€0-02 MoplC 11.111

msb-0335-65
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10.7.2 Resource Utilization Information

The counters that provide information on resource utilization can be
divided into the following two sets:

Data density counters

DEMNA resource counters

10.7.2.1

Data Density Counters

These counters provide the following information about the data density
on the Ethernet wire:

The NI Statistics counters in the Status and Statua/Intervel srreens
indicate the data density per packet and per second, as well as the
total (transmit and receive) baud rate for the DEMNA.

The NI Counters in the Status and Status/Interval screens indicate
the total number of bytes and packets transmitted and received by the
DEMNA. Subtotals are provided for multicast packets.

The Total NI Traffic section of the Status and Status/Interval screens
shows how much network traffic the DEMNA and the other network
nodes are generating.

The data density counters in the Status/Error screen indicate the total
number of bytes and packets transmitted and received by the DEMNA.
Additional Xmt counters indicate how many packets were deferred or
transmitted successfully after a collision-and-backoff sequence.
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Status and Status/Interval Screens

-- 08-00-2B-00-00-01 -- Btatus -- 01-AUG-196F 19:01:19 -- Uptime: 01:43:38

--------- == Process -- e~~~
ce.o 8327255447 Mull 89.0% 0 0.06
... $327064034| Port 0.72 1 0.06
ceeeses. 20870 Xmt-Ln 2.8 2 0.0
scasesesss Of Xmt-Hg 2.0¢ 3 0.08%
......... 17464806 Recv-la 1.6% 4 0.0%
cevers 17862507 Rov-Bs 3.0% 5 0.0%
cecsiessess, 230 Com-Be 0.08% é 0.08%
Interzupte ... 104909638 [BEROV ... ......000.. . 0} Mon 1.0% 7 0.0%
Interrupts/Bec .... 288 Cone 0.4% ¢ 0.0%
9 0.08
-- Brror SuEmAry --—-~-=-~ --Buffero~~ a 0.0%
Hmt/Wire ............ 0 Rev .... ©O B 0.0%
Rev/Wiza ............ @ Xmt .... 1 c 11.7%
Rev/Velidation ... ... 1 D C.0%
Rev/HoPuffers ... ... . 0 --¥HA Bug~-~ £ 89.3%
LANCE $.3% 4 0.0%
RAGR 0.0%
Status/Error Screen
~=- 08-00-28-00-00-01 -- Statys -- 01-AUG-1989 19:40:45 -- Dptimo: 2:23:01
= Counters «-=----=-- -~ Xmt Counters ~-~----- -- Lanca Countero ------
‘lytnncv .... 6327024034 BytesSnt .... 63272060692 Lan/Restert ......... 0
PERo® . ....... . 17862507 17665275 Len/U0flo ........... 0
Rev/MCAUsEd .. ....... ] Lan/TRxoff .......... 0
Rov/Sizefilter . ... .. 0 Len/Morr ............ 0
Rov/8schCd .......... [+] Lan Te/Rx ........... 0
Miece/Cnel .. ......... 0 Rcz/Buffer .......... 0
RBev/Envelid ... .... ... [+] Rov/WHo8TP ........... [+)
Rev/Shoze802 ... .. ... 4] -- Miec Counters ~-~----
Rev/Long®02 ... . .... L+ Err/HostXfer ........ 0
Rev/tilesed .......... 0 RX/MoRxBuf .......... 0
Rew/Dor ............. (] RX/EmtRngiull .. ..... 0
Rev/HoRicwBuf ... ... .. o Saved Error Date --c-cccccccccaa.
Rev/Stele ........... 0 Rezy et ........... Wone LCol at ........... Hone
Bevw/Tbus . ... ........ © LCar at ......... . None CTet ot ........... Hone
Rov/Sua . ... .. ...... 0 Suaat ........... Hone
Rev/Cro+Prame . ...... O Cgc at ........... Hone
Rev/Mlen ............ ] Mlen 8t ........... Hone
Rov/Orgd .......... A X 01-20G-1989 08:02:05 §0-02 MopRC 11.111
myb-0338-89
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10.7.2.2 DEMNA Resource Counters

These counters provide the following information on the use of DEMNA
resources:

The total number of DEMNA-generated host interrupts and the
frequency of such interrupts

o  What percentage of CPU time the DEMNA spends executing a
particular firmware process

® The number of DEMNA-internal transmit and receive buffers in use

¢ The percentage of XNA memory bus traffic generated by the LANCE
chip and the gate array

* The percentage of existing XMI bus traffic generated by each XMI node

Status and Status/interval Screens

-= 08-00- 2B-00-00-01 -- Status -- 01-AUG-19€9 15:01:19 -- Optims: 01:43:35

-= WI Statisticd ~--we-- -- HI Counters -----=--- -~ _Pzocess -- -=KMI ===
Bytes/Pk ............ 64 Bytes8nt .... 6327255447 [Rull 8e.0% -] 0.0%
Bytes/%mt .. ......... 64 BytesRev .... 6327064034 |Port 0.7% 1 6.0%
Bytes/Rev ........... €4 MbytesSnt ........ 20470 |Zmt-ln 2.8% 2 0.0%
Ph/Bse ............. 8310 ihytesRev . .. .. ..., .. 0 | Rmt-En 2.0% 3 0.0%
mt/8e0 ............ 285 PRSnt ......... 17464046 | Rov-La 1.6¢ [ 0.0%
Rev/8ec ............ 235 PkRev .. ....... 17462507 |Rav-He 3.0% h 0.0%
i@audiate ... .. 0.274473 MPRSDE ............. 230 | Cam-Bo 0.0% 8 0.0%
[Tnterzupts ... 104599634 WkRev . ... ... ... ... 0 |ion 1.0% Y 0.0%
|Toterzupta/%es .... 2858 Cons C.8% B8 0.0%
9 0.0%
-~ Potai NI Treffic ---- -~ BError Summary ------- ~-~-pufferg-- A 0.0¢
Bytes/Pk ........... 237 Xmt/Wige ... ......... 0 [Bov ,... © 2 0.9%
Pr/Sec ............ 1418 Rev/Wige ........... . 0O e .... 1 c 11.7¢
ThielI ¢+ Other = TotBaud Rev/Yalidation ...... 1 D 0.02
3.5% ¢+ 326.0% = 29.5% Rev/RoBuffers .. ..... 0 | -~XKA Buo~-- g 890.3%
LAMCE $.3% 4 0.0%

KREH 0.0%

mek-0337-89
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10.8 How to Use the Network Screens

This section descnbes how to use the Network acreens. The following
topics are discussed:

e  Users versus nodes
° Interval parameters versus accumulated paran.eters

e Interval screen versus Accumulsted erreen

10.8.1 Users versus Nodes

The two leftmost columns of the Network screen are used to list the
six most active users and seven most active nodes. The user designator
(protocol type, SAP, or SNAP SAP protocol identifier) is listed for each

of the six users. The user name is also supplied for certain commonly .
used Eihernet users. The DECnet or Ethernet address is listed for

each of the seven nodes. (See Appendix I for a listing of commonly

used Ethernet protocol types, Appendix J for a listiag of commonly used
Ethernet addresses, and Appendix K fo: a listing of commonly used SAP
assignments and SNAP protocol ID assignments.)

Network Screen .
= 08-00-2B-00-00-01 == MHotw=.rk -- 01-AUG-1989 10:50:45 -~
- 7599996 usecs -- 7.4% HI-- -- 00:00:06 -- 1.5% NI--

8 Ueer Pka/Sec Byt/Pk SRI-Cur Packats Bytes (k) WHI-Tot
1 60-07 MiSca 328 211 6.5 1959 @  1.1%
2 80-03 Darnet 70 155 i.0% 424 9 0.2%
3 60-04 Lat 20 106 0.2% 102 2 0.0%
4 60-02 MWopls 14 94 0.1% o5 1 0.0%
S 90-3F Li: [} 1490 0.0% 2 (1] 0.0%
6 08-00 1P 1 [ 1] 0.0% 3 0 0.0%
§ Hodas Phe/Sec Byt/Pl. WNI-Cur Packets Bytes (k) WHI-Tot
i ii.111 122 4i 4.3% 796 10 0.85%
2 1i1.112 118 41 3. 3% 754 10 0.5%
3 AB-00-03-00-00-01 28 23 0.6% 171 (] 0.0%
4 311.:113 37 14 0.5% 216 [+] 0.1%
3 11.114 &3 L 2N 0.4% 254 [\] 0.1%
& 21.115 39 ol 0.4% 246 (] 0.1%
7T 11.1186 13 161 0.2% 41 2] 0.08%

meb-0338-89
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The parameters in the top table of the Network screen pertain to the
users. For example, in the Network screen below, the parameters on line 1
of the top table pertain to the NISca user, the parameters on line 2 pertain
to the DECnet user, and sv on.

Network Screen

-- 08-00-2B-00-00-01 ~-- Matwork -- 01-AUG-1989 10:50:45 --

- 2999996 usacs ~-- 7.4% NI-- -- 00:00:06 -- 1.5% NI--
Uasex Pka/8oc Byt/Fk S¥I-Cur Packets Bytes (k)

.- - as e cwawow - oo - -

- W A 4

60-07 HiSca 328 211 6.5% 19%9 49
$0-03 Dacnet 7¢ 185 1.00 828
60~04 Lat 20 104 0.2% 109
80-02 MopRC 14 o4 0.1% o8
80-3F L™ 0 1490 0.0% 2
08-00 1P 1 98 0.0% 3

[-X-2 .4 3 ]

Pks/Sec Byt/Pk SNI-Cur Packets Bytes (k)

- ———————— - —m—- - - - - en

NOaUawvhRI® SREeWNM ¢ T
k]
]
[*9
®
e

11.111 122 412 4.3% 796 i0 0.3%
11.112 119 413 §.3% 754 10 0.5%
RAB-~00-03-00-00-01 28 238 0.6% 171 0 0.0%
11.1132 37 143 0.5% 216 o 0.1%
11.134 43 94 0.4% 254 0 0.1%
11.115 39 98 0.4% 246 ] 0.1%
11.116 13 161 0.2% 41 o] 0.0%

msb-0339-89
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The parameters in the bottom table of the Network acreen pertain to the
nodes. For example, in the example screen below, the parameters on line
1 of the bottom table pertain to the node at DECnet address 11.111, the
parameters on line 2 pertain to the node at DECnet address 11.112, and so

on.

Network Screen

-= 08-00-2B-00-00-01 -- Hotwork -~ 01-AUG-1989 10:50:48 --

-~ 2999996 useca --

7.4% HI--

-~ 00:00:06 ~-- 1.5% NI--

¢ Usex Pke/Sec Byt/Pk SNI-Cur Packeto Bytea (k) WNI-fot
1 60-07 WIsce 328 211 6.5% 1959 49 1.1%
2 62-03 Decnet 70 155 1.0% 424 9 0.2%
3 60-04 Lat 20 106 0.2% 109 2 0.0%
4 ©60-02 MopRC 14 94 0.1% 95 1 0.08%
% 80-3F LTM (o] 1490 0.0° 2 [+] 0.0%
6 O0B-00 IP 1 o8 0. 3 ] 0.0%
& Modas Pkae/Sec Byt/Pk SNRI-Cur Packets Bytea (k) Wil-Tot
1 11.111 122 412 4.3% 796 19 0.5%
2 11i.112 119 413 4.3% 754 10 0.5%
3 aB-00-03-00-00-01 28 238 0.6% 17 ] 0.08%
4 11.113 37 143 0.5% 216 0 0.1%
5 11.1148 43 94 0.4% 254 o 0.1%
6 11.115% 39 $8 0.4%9 246 [+] 0.1%
7 11.116 13 161 G. 9 41 (] 0.0%
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10.8.2 interval Parameters versus Accumulated Parameters

The interval parameters (see the shaded area in the figure below) are
recorded for the interval indicated in the usecs field. (If only one user
is accessing the Network screen, the interval should be very close to
the nominal 3 seconds. However, if more than one user is accessing
the Network screen, the interval may vary significantly from nominal.)
The intervai parameters are valid only for the indicated interval. The
parameter values are updated approximately every 3 seconds.

Network Screen

-- 98-00-2B-00-00-01 -- Watwork -- 01-AUG-1989 10:50:45 -~

- 2999996 usecs -- 7.4% ¥Wl-=]| -- 00:00:06 -- 1.5% Wxi--

v Oser Pke/Sec Byt/Pk SMI-Cur Packeta Bytes (k) t¥i-Tot
i 60-07 WiSca aze 211 6.5% 1959 49 1.1%
2 60-03 Decnet 70 1385 1.0% 424 2 0.2%
3 60-04 Latc 20 106 0.2% 109 2 0.0%
4 60-52 MopRL 14 94 0.1% 95 1 0.0%
3 £0~-3F LTM [+ 1450 0.0% 2 0 0.0%
& 08-00 1P 1 -1} 0.0% 3 [ 0.0%
@ Wodeo l!kn." 8ec Byt/Pk WRI-Cur Packets Bytee (k) SNI-Tot
i 11.111 122 412 4.3% 796 io 0.5%
2 11.112 iig 413 4.3% 754 10 0.%5%
3 AB-00-33-00-00-01 28 238 0.6% mm o] 0.08
4 11.133 37 143 0.5% 216 0 0.1%
$ 11.114 43 24 0.4% 254 [} 0.1%
6 11.3118 38 98 0.4% 246 [s] 0.1%
T 11.116 13 161 0.2% 41 4] 0.0%

msb-0341-89
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we 08-00-28-00-00-01 -- HotwogR -- 01L-A0G-1000 10:80:48 --

€0-02 BopRC
80-3F LT
08-00 IP

11.112

28-00-03-00-00-01

11.113
11.114
11.118
11.116

~S~ARSWRKHIEG GRUOLWNE I @
@

- 200069€ wagod =~ 7.8% WI-= | we 00:00:06 ==
Pka/Bec Byt/PR SHI-Cure Poakeats

Pke /'Bec Byt/Pk ANI-Cuz | Peckats

©

The accumulated parameters (see the shaded area of the figure below) are
& cumulative record started when the Network screen is displayed. The
accumulated parameters are valid ior the time indicated in the Time field.
The parameter values are updated approximately every 3 seconds.

Network Screan

328 211 6.8 | 198%

70 185 1.0% 424
20 106 0.2% aop
14 64 0.1% 88
o 1490 ©.0% 2
1 20 0.0% 2

122 412 4.3% 196 6 .86 ‘

119 413 4.3% | 784 16 0.8¢ i
20 238 0.6% 171 o  0.0%

37 143 0.5% 218 0 0.1% 1

43 94 0.4% 234 o 0.1% ‘
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10.8.3 Interval Screen versus Accumulated Screen

10-52

In the Interval Network ecreen, which is the default Network screen, the
most active users and nodes are determined by network traffic (transmits
and receives) during the interval indicated by the usecs field. Thus, the
users and nodes displayed on the left of the screen are ranked for the
interval, not for the cumulative time. The Interval screen should therefore
be used to examine the most active users and nodes at 3-second intervals.

The Accumulated Network screen can be accessed only by typing [CTRUA]
when the Intervel Network screcn is displayed. The Accumulated screen
looks ezactly like the Interval screen (with the exception of the label
Accumulated below the date and time); however, in the Accumulated
screen, the users and nodes are ranked for the cumulative time indicated
in the Time field. The Accumulated screen should thus be used to examine
the most active users and nodes for an interval longer than 3 seconds.

To alternate between the Interval Netweork screen and the Accumulated
Network screen, type
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Power and Environmental Requirements

This appendix provides the power and environmental requirements for the

DEMNA.

Table A-1 Power Requirements

vocC Amperes

+5 7.75

+12 0.80 (including power to H4000 transceiver)
-12 0.10

Table A-2 Environmental Requirements

Operating Environment

Temperature
Humidity

Altitude

5°C to 50°C (41°F to 122°F)

10% to 95% with maximum wet bulb of 32°C (89.6°F) and
minimum dew point of 2°C (36°F) noncondensing

Yo 2.4 km (8,000 ft)

Storage Environment

Temperature
Humidity
Altitude

-40°C to 66°C (40°F to 151°F)
To 95% noncondensing
To 9.1 km (30,000 #)

A-1
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installation

This chapter explains how to install the DEMNA option into a system that
has an XMI bus. The installation procedure has three major parts:

e Hardware Installation
e Verification of Hardware Installation

® Verification of DEMNA Operation in Metwoerk

It is very important to perform all parts of the installation procedure. Do
not skip any part of the procedure.

The installation procedure does not describe how to install a.. Ethernet
transceiver. For instructions on installing an Ethernet trnsceiver, see the
installation guide for the host computer syatem.

WARNINGS: POWER OFF—Shut off system power and disconnect the system
power cord before performing any procedure in this chapter.

WEAR ESD WRIST STRAP—You must wear an antistatic wrist

strap that is connected to the processor cabinet whenever you
work inside the cabinet.

USE CONDUCTIVE CONTAINERS—Whenever you remove a circuit
board from an XMI card cage, place it in a conductive container.

B.1 Hardware Installation

When installing a DEMNA in a VAX 6000 system, use the procedure in
Section B.1.1. When installing a DEMNA in a VAX 9000 system, use the
procedure in Section B.1.2.

B.1.1 Hardware Instaliation in a VAX 6000 System

Up to three DEMNAS can be installed in an XM]I card cage in a VAX 6000
system.

The following sieps describe how to instal! the DEMNA hardware in a
VAX 6000 system:

1 Power down the host computer system by:

a. Turning the Power switch ~ the Off position

b. Setting the system circuit breaker in the rear to Off
2 Open front door of the cabinet.
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3 Put on the ESD wrist strap that is attached to the system chassis.
This grounds you and thus prevents you from damaging the electronic
components by discharging static electricity.

4 Locate the XMI card cage. Figure B—1 shows the location of the XMI
card cage in a VAX 6000 system.

Figure B-1 Location of XMI Card Cage in a VAX 6000 System
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5 Remove the door on the front of the XMI card cage.

6 Determine the slot into which the DEMNA should be installed. In a
VAX 6009 system, the DEMNA can be put into any of the following
slots: 1-4, B-E (see Figure B-2). In general, the DEMNA should be
put in the highest-numbered slot available within the ranges specified
above. CPUs are usually put in lower-numbered slots.

7 Lift the lever to open the chosen slot.

8 Slide the DEMNA module into the slot until it stops: this is a zero-
insertion-force card cage.

& Close the locking lever.
10 Replace the door on the front of the card cage.

11 Install an YO connector panel (74-26407-41) for an Ethernet connector
over one of the bulkhead cutouts. If you are replacing the first
Ethernet controlle: in the system, this is unnecessary.

B-2
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Figure B-2 XMi Card Cage Slots
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12 Install the internal Ethernet cable as follows:

CAUTION:

Connect the P1 connector of the interna! Ethernet cable to
backplane segment E2 for the DEMNA slot (see Figure B-3).

The connector is right-side-up when the key on the connector is on
the right. The P1 connector is not uniquely keyed for backplane
segment E2. It is thus possible to insert the connector into the
wrong backplane segment.

Do not connect the DEMNA to the network until you have
verified the DEMNA installation. If the DEMNA cabling is
connected to the wrong slot, an arbitrary signal may be
output on the transmit line, which might bring down the
entire network.

Attach the P2 connector of the internal Ethernet cable to the /O
connector panel. (If you are repiacing the first Ethernet controller
in a VAX 6000 system, connect the P2 connector to the system
interconnect panel. The P2 connector plugs into the rear of the
Ethernet connector on the panel. Figure B-4 shows the system
interconnect panel for a VAX 6000 Model 400 system.)

Connect the pigtail connector (P3) from the internal Ethernet
cable to a +15V 2-prong connector (J2) from any of the H7214

power supplies. These power supplies are located in the rear of the
cabinet.
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NOTE: All the connectors from the power supply may already be ’
used. In this case, the external transceiver cable must not be
connected directly to an H4000 transceiver, a DESTA (a thin-
wire box), or 8 DECOM broadband transceiver—none of which
has its own power supply. The transceiver cable may, however,
be connected to one of the following devices, each of which has
its own power supply and which, in turn, may be connected to
an H4000:

o A DELNI

¢ A DEMPR (a thin-wire vergion of the DELNI)
e A DEBET (a bridge)

Flgure B-3 Internal Ethernet Cable Connections
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13 If a physical console is going to be used, install the internal cable for
the physical console as follows:

a. Install an /O connector panel (74-26407-32) for the cable over one
of the bulkhead cutouts.

b. Connect the P1 connector of the cable to backplane segment D2 for
the DEMNA slot (see Figure B-5). The connector ia right-side-up
when the key on the connector is on the right. The P1 connector is
not uniquely keyed for backplane segment D2. It is thus possible
to insert the connector into the wrong backplane segment.

€. Attach the P2 connector of the cable to the /O connector panel.




Figure B-4 Sysiem Interconnect Panel—VAX 6000 Model 400 System
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Figure B-5 Internal Cable for Physical Console
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B.1.2 Hardware installation in a VAX 9000 System

Up to four DEMNAS can be installed per XMI card cage in a VAX 9000
gsystem.

The following steps describe how to install the DEMNA hardware in a
VAX 9000 system:

1 Power down the host computer system by:

a. Turning the Power switch to the Off position

b. Setting the appropriate system circuit breaker(s) to Off
2 Open front door of the appropriate cabinet. .

3 Put on the ESD wrist strap that is attached to the system chassis.
Thie grounds you and thus prevents you from damaging the electronic
components by discharging static electricity.

4 Locate the XMI card cage into which the DEMNA is to be installed.
Figure B~6 shows the location of the XMI card cage in a VAX 9000
Model 2xx. Figure B-7 shows the location of the XMI card cage in a
VAX 9000 Model 4xx.
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Figure B-6 Location of XMi Card Cage in a VAX 9000 Mode! 2xx System
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Figure B-7 Location of XMI Card Cages In a VAX 9000 Mode! 4xx
System

$ Open the door on the front of the appropriate XMI card cage.

6 Determine the slot into which the DEMNA should be installed (see

Figure B-8). In a VAX 9000 system, the DEMNA can be put into any
XMI slot except slot 7 or 8.

7  Lift the lever to open the chosen slot.
B-7
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8 Slide the DEMNA module into the slot until it stops: this is a zero-
inse tion-force card cage.

9 Close the locking lever.
10 Close the door on the front of the XMI card cage.

11 Install an VO connector panel (70-27894-01) for an Ethernet connector
over one of the bulkhead cutouts. (if you are installing the second
DEMNA in the cabinet, this is unnacessary, since the 'O connector
panel accommodates two DEMNAs.)

Figure B-8 XMi Card Cage
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12 Install the internal Ethernet cable as follows: .

a. Connect the Pi connector of the internal Ethernet cable to
backplane segment E2 for the DEMNA slot (see Figure B-9).
The connector is right-side-up when the key on the connector is on
the right. The P1 connector is not uniquely keyed for backplane
segment E2. It is thus poesible to insert the connector into the
wrong backplane segment.

CAUTION: Do not connect the DEMNA to the network until you have
verified the DEMNA installation. If the DEMNA cabling is
connected to the wrong slot, an arbitrary signal may be
output on the transmit line, which might bring down the
entire network.

b. If you are installing the second DEMNA in the cabinet, remove the
plate over the second cutout of the 10 connector panel.
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¢. Attach the P2 connector of the internal Ethernet cable to the IO
connector panel.

Figure B-9 Internal Ethernet Cable Connections
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d. Connect the pigtail connector (P3) from the internal Ethernet cable
to a +15V 2-prong connector on the power distribution adapter
for the XMI card cage (see Figure B~10). The J2 connector on the
power distribution adapter is connected to the main power supply
(H7214). The J1, J3. J5 connectors are connected to the auxiliary
power supply. Table B-1 summarizes the power connections for
VAX 9000 systems.

Table B-1 Power Connection for Internal Ethernet Cable

Maximum Number of
System DEMMAS Per Card Cage  Power Connection

VAX 8000 4 Any connector on the power distribution

Model 2xx adapter (part no. 54-19045-01) located
in the rear of the cabinet on the left-hand
rails

VAX s000 4 Any connector on the power distribution

Morsl 4xx adapter (part no. 54-19045-01) located n
the rear of the cabinet on the right-hand
rails

B-9



instaliation

B-10

Figure B-10 Power Distribution Adapter—VAX 9000 Systems
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13 [f a physical console is going to be used, install the internal cable for
the physical conisole as follows:

b.

Install an /O connector panel (70-28010-01) for the cable over one
of the bulkhead cutouts.

Connect the P1 connector of the cable to backplane segment D2 for
the DEMNA slot (see Figure B—11). The connector is right-side-up
when the key on the connector is on the right. The P1 connector is
not uniquely keyed for backplane segment D2. It is thus possible
to insert the connector into the wrong backplane segment.

Attach the P2 connector of the cable to the I/O connector panel.
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Figure B-11 Internal Cable for Physical Console
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B.2 Verification of Hardware !ngtéiigtéen

CAUTION: It is very important that you verify that the DEMNA is properly
installed. If the DEMNA is improperly installed, you may bring
down the entire network when you connect the DEMNA to the
petwork.

Follow tlese steps to verify that the DEMNA is properly installed:

1 Connect the loopback connector (part number 12-22196-02) to the
Ethernet connector (P2 connecior) of the internal Ethernet cable.

2 Set the appropriate system circuit breaker(s) to On.

3 Tumn on the system power. This causes each module in the system to
execute its self-test.

4 Verify that the green LED on the loopback connector is lit, indicating
that the pigtail (P3) connector of the internal Ethernet cable ia
properly connected and is supplying +12V for the transceiver. If
the LED is not lit, power down the system, make sure that the pigtail
connector is connected to the right power connection, and reseat the
pigtail connector. Continue with step 2.

§ Verify that the DEMNA passes both self-test (the yellow DEMNA OK
LED lights) and the LANCE external loopback test (the green External
Loopback LED lights). (See Section 6.2.1 for further information on
the DEMMA LEDs.)

6 If the . elf-test and/or external loopback test fails, check to see that the
DEMNA module is properly seated in the card cage and that all three
connectors of the internal Ethernet cable a: 2 properly installed.

B-11
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7

If the module . .ntinues to fail self-test, swap in a different DEMNA
module if one is available. You can also try installing the module in a
different slot.

If the module still fails self-test, ran the DEMNA RUM-based
diagnostics (RBDs), which are described in Chapter 7.

Verification of DEMNA. Operation in Network

Proper operation of the DEMNA was verified up to the system bulkhead
(Ethernet connector) in Section B.2. Now, follow these steps to verify that
the DEMNA can communicate with other network nodes:

B-12
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Connect the external transceiver cable to the P2 (Ethernet) connector
of the internal Ethernet cable (available at the system bulkhead) or,
for the first Ethernet controller in a VAX 6000 system, to the Ethernet
connector on the system interconnect panel.

Boot the operating system.
Configure the netwerk database and start the network software.

If the system is unable to communicate over the network, verify that
the network software is installed and configured properly.

If the network software 18 properly installed and configured and the

system and check the transceiver and the transceiver cable as follows:

system is still unabie to communicate over the network, shut down the.

a. Disconnect the external Ethernet transceiver cable (BNE3) at the
transceiver end.

b. Install the loopback connector (12-22196-02) on the cable.
Run the DEMNA self-test and observe one of the following:

® If the External Loopback LED on the DEMNA module lights,
the transceiver is bad. Replace the transceiver, reconnect the
cable to the new transceiver, and rerun the self-test to verify
proper operation. No further action is required.

¢ If the External Loopback LED on the DEMNA module does
not light, the transceiver cable is bad and/or the P3 power
connection for the internal Ethernet cable is not good. First,
check the LED on the loopback connector. If the LED did not
light, reseat the P3 connector and rerun the self-test. If the
LED on the loopback connector is lit, replace the transceiver
cable.
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B.4 Internal Ethernet Cable

The internal Ethernet cable connects to the XMI backplane at the DEMNA
slot and provides Ethernet signals and power (if required) to an H4000
transceiver or other network interface device. See Table 1-2 for part
numbers.

The cable has three connectors (Figure B-3): P1, P2, and P3. The

P1 connector connects to segment E2 on the XMI backplane opposite
the DEMNA slot. The P2 connector is an industry-standard Ethernet
connector that connects to an I/0 connector panel on the bulkhead or to
the rear of the Ethernet connector on the system interconnect panel in

a VAX 6000 system. The P3 (pigtail) connector is a +15V direct-current
power connection that supplies power to a device (such as an H4000
transceiver, a DESTA thin-wire box, or a DECOM broadband transceiver)
that does not have its own power supply. The pigtail connector should be
plugged in regardless of the type of transceiver.

Figure B-12 shows the P1 connector pinouts of the internal Ethernet
cable. Table B-2 descr.bes these pinouts. Figure B-13 shows the pinouts
for the P2 connector of the internal Ethernet cable, and Table B-3
describes these pinouts.

Figure B-12 P1 Connector Pinouts of Internal Ethernet Cable
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B-14

jable B-2 P1 Connector Pinouts of internal Ethernet Cable

Pin Signal Description

<U1-E04 Unconnected

E05-E09 Logic Ground

E10 Ethernet Collision L Diffarential collision detect signals from the
ENn Ethernet Collision H Etharnet bus.

E12 Ethernet Recaive L Differential receive signals from the

E13 Ethemet Receive H Ethernet bus.

Eid Ethernet Transmit L Differential transmit signals to the Ethernet
EiS Ethemet Transmit H bus.

Figure B~-13 P2 Connector Pinouts of Internal Ethernet Cable
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Table B-3 P2 Connector Pinouts ef Internal Ethernet Cable

Pin Signal

Deseription

-
M NS NN B OW O =

oy

-l e
W -~

Shield

Collision Presence H
Collision Presence L

Trarsmit H
Transmit L

Reserved

Receive H
Feceive L

Power Return
Reservad
Reserved
Resarved
Power

Differential signats that indicate a failure of the
collision datection logic

Differential transmit signals to the Ethemnat bus

Differentia! recseive signals from the Ethernet bus

Power retum line
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Table B-3 (Cont.) P2 Connector Pinouts of Internal Ethernet Cable

Pin Signal Description
14 Reserved
i5 Reserved

8.5 Extarnal Transceiver Cable

The external transceiver cable runs from the Ethernet connection provided
at the bulkhead or system interconnect panel to an Eihernet transceiver,
such as an H4000 baseband transceiver, DECOM broadband transceiver,

or DELNI local network interconnect. The cable is ordered as a separate
item.

B.6 internal Cable for Physical Console

The internal cable for the physical console connects the XMI backplane at
the DEMNA slot to the system bulkhead and provides a connector for a
terminal cable. The cable is ordered as a zeparate item.

The cable has two connectors: P1 and P2 (see Figure B-5). The P1
connector connects to segment D2 on the XMI backplane opposite the
DEMNA slot. The P2 connector is a standard 25-pin Sub-D connector that
connects to the bulkhead and is used as a connector for a terminal cable.

Figure B-14 shows the P1 connector pinouts for the internal cable for the
physical console. Table B—4 describes these pinouts. Figure B-15 shows
the P2 connector pinouts for the internal cable for the physical console.
Table B--5 describes these pinouts.

B-15
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Figure B-14 P1 Connector Pinouts of Internal Cable for Physical
Console
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Table B-4 P1 Connector Pinouts of Internal Cable for Physical Console

Pin Signal
DO1 Transmit
Do2 Receive

Do3 Logic Ground .

D04-D30 Unconnected
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instaliation

Figure B-15 P2 Connector Pinouts of Internal Cable for Physical
Console
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Table B~-5 P2 Connector Pinouts of Internal Cable for Physical Console

Pin Signal

1 Unconnected
2 Transmit

3 Receive

4-6 Unconnected
7 Logic Ground
8-25 Unconnected
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B.7

installation

Removal

a8-18

To remove a DEMNA module, follow these steps:

1

Ww B N ¢ W»

Power down the host computer system by:

a. Turning the Power switch to the Off position

b. Setting the appropriate system circuit breaker(s) to Off
Open the appropriate cabinet.

Make sure you are wearing an ESD wrist strap that is attached to the
system chassis.

Open or remove the door on the front (module-insertion side) of the
XMI card cage that contains the DEMNA to be removed.

Locate the desired card cage slot.

Lift the lever to open the slot.

Slide the module out of the card cage alot.
Put the module into a conductive container.
Close the locking lever.

10 If another DEMNA will not be installed:

a. Close or replace the door on the front of the XMI card cage from
which the DEMNA was removed.

b. Remove the cables from the slot that contained the DEMNA.

Close the cabinet.
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Bootstrapping with the DEMNA

Most host systems in which the DEMNA resides can bootstrap their
operating systems either locally (from disk or tape) or remotely (from an
Ethernet network). (See the documentation for your operating system to
determine whether your operating system supports booting over Ethernet.)

Host systems can boot voluntarily (from a command that a user types at

the system console) or involuntarily (from a command to boot that arrives
via the network).

Whether voluntarily or involuntarily, the host system boots from a

specified device. The device is usually specified by the user in a console
command, and the booting software then reads this parameter.

The DEMNA plays a role in booting whenever (a) the specified device from
which to boot is the DEMNA or (b) a command to boot arrives from the
network.

This appendix describes these two bootstrap roles:

1 The system is instructed to boot an image from the network (via the
DEMNA) instead of from a disk.

2 A remote system sends the DEMNA a command to boot involuntarily
(that is, the DEMNA's host system should reboot itself.)

C.A Network Booting

The DEMNA may be specified as the boot device either explicitly by a
console command or by the default setting of the auto restart function.
The boot then proceeds as follows:

1 A bootstrap running on the local host initializes the port.

2 The bootstrap transmits a Request Program message to the load
assistant multicast address. This message, which is defined by
Digital's Maintenance Operation Protocol (MOP), requests the node
that has the image to be downloaded to idertify itself.

3 The bootstrap receives an Assistance Volunteer MOP message, which
identifies the node that is volunteering to supply the lcad image.

4 The bootstrap trensmite a Request Program MOP message to the
volunteering node.

5 The bootstrap receives a Memory Load MOP message from the
volunteering node. This message contains a section of the load image.
The bootstrap writes the received image data to the appropriate
location in host memory.
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Bootstrapping with the DEMNA

6 The bootstrap transmits a Request Memory Load MOP message to
request the next section of image data and to indicate the status of the
previous section of image data.

7 Sieps 5 and 6 are repeated until the bootstrap receives a Memory Lead
with Transfer Address message.

8 The bootatrap transmits a final Request Memory Load MOP message
to indicate that the final block was received correctly.

9 Host program execution jumps to the starting address of the
do ~nloaded program.

A user on the DEMNA's host system can request a boot by using the
system console and typing the console B (BOOT) command at the system
prompt (>>>). The following examples indicate the BOOT command for
VAX 6000 and VAX 9000 systems. ‘

Or a VAX 6000:
»>> B EX
On a VAX $000:

>>> B /XMI:mn MNA

where:

m is the XMI node number of the DEMNA .

n is th1e unit number of the X.JA adapter for the XMI card cage

C.2 Involuntary Bootling

In an involuntary boot, a remote node sends the DEMNA a MOP Boot

message. This operation is typically used for booting a system that is
remot: -y located from an operator.

If the DEMNA port is in the uninitialized state, it responds to the Boot .
message if the following three conditions are met:

¢ The packet containing the Boot message is addressed to the DEMNA's
default physical address (DPA).

o The boot verification code in the Boct message matches the DEMNA
Lent verification code, which is the console password in EEPROM. The
4r .ault console password is 584E41424F 415244 (hex).

e The Enable Remote Boot flag in EEPROM is set.

If the port is in the initialized state (which is the normal case), it responds
to the Boot messag2 if the following four conditions are met:

® The packet containing the Boot message is addressed to any of the
DEMNA's enabled physical addresses.

» The boot verification code in the Boot message matches the DEMNA

boot verification code, which may be assigned by the port driver .
through a PARAM command.



Bootstrapping with the DEMNA

® The Enable Remote Boot flag in EEPROM is set.

* The DEMNA's Enable Boot Messages flag was set by the port driver
(via the PARAM command) to enable involuntary booting over the
network.

In response to a valid Boot message, the DEMNA asserts XMI RESET

L on the XMI bus, which causes an XMI system reset. If auto reatart is
enabled for the local system, console boot software running on the local
host boots the system from the default boot device. If auto restart is
disabled, the console prompts for operator input from the >onsole terminal
before continuing the boot. Note that the boot device in either case may be
a local disk (or tape) or the network as described in Section C.1.
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Address

How to Convert an Ethernet Address to a DECnet

An Ethernet address is converted to a DECnet address as follows:

1

&S W N

[

Take the tw; low-order bytes of the Ethernet address and swap them
so that the low-order byte precedes the next-to-low-order byte.

Convert the hex value of the tw.¢ bytes into a derimal number.
Divide the decimal number by 1024.

The quotient is the DECnet area number.

The remainder is the DECnet node number.

For example, the Ethernet address AA-00-04-00-00-26 is converted to a
DECnet address as follows:

an & W N

Swap the two low-order bytes of the address to get the hex value 2600.
Convert 2600 (hex) to the decimal number 9728.

Divide 9728 by 1024 to get a quotient of 9 and a remainder of 512.
The DECnet area number is 9.

The DECnet node number is 512.

The Ethernet address AA-00-04-00-00-26 converts to DECnet addresa
9512, which references DECnet node 512 in DECnet area 9.
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How to Read the DEMNA Ethernet Address

The DEMNA's default Ethernet address, which is also called the default
physical address (DPA), is stored in the DEMNA MAC address (ENET)
PROM. The DEMNA uses the DPA as its Ethernet address unless the
operating system assigns it a DECnet address.

E.1 Systems with DECnet

If DECnet is running on your system, invoke the Network Control

Program (NCP) and use the following commands to display the DEMNA's
DPA:

$ mMc Ncp [RETTRN)
NCP>TELL node SHOW KNOWN LINE CHARACTERISTICS

where node is the name of the Ethernet node at which the DEMNA resides

The line characteristics of the selected node are displayed in a format
similar to the following:

Known Line Volatile Characteristics as of 26-APR-1989 16:06:41

Line = MNA-0

Receive buffurs 6

=
Controlles = normal
Protocol =« Ethernet
Service timer = 4000
Hardrare address = 08-00-2B~09~CD-F3
Device buffer mize = 1798

The hardware address is the DEMNA's DPA.

E.2 From the Console Monitor Program or the ROM-Based Diagnostic
Monitor

When running the console monitor program or when at the ROM-based
diagnostic (RBD) monitor, you can read the DEMNA DPA from the
DEMNA ENET PROM as follows:

1 Examine address 20007000 to read the first four bytes of the DPA.
2 [Examine address 20007004 to read the last two bytes of the DPA.

Example E-1 illustrates this procedure from the console monitor
program.
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E.3

How to Read the DEMNA Ethernet Address

Example E-1 Examining the DEMNA DPA from the DEMNA Console Monitor Program or the
ROM-Based Diagnostic Monitor

XNA>E 20007000 ! Read first four bytes of DPA from
! ENET PROM.

20007000/ 092BOCOB

XNMA>E 20007004 ! Read last two bytes of DPA from
! ENET PROM.
20004004 0000F3CD

The above Ethernet address bytes are transmitted in the following order
(left-to-right) o er the network: 08-00-2B-09-CD-F3.

VAX 6000 System

If you are on a VAX 6000 system, use the SHOW ETHERNET console
command to display the DEMNA DPA as follows:

>>>SHOW ETHERNET
XMI:3 08-00-2B-09-CD-F3

The command displays the XMI node number of the DEMNA and the
DEMNA DPA.

If the SHOW ETHERNET command cannot find the DEMNA, you can
read the DEMNA DPA by depositing and examining the DEMNA’s XMI
Communications (XCOMM) Register as indicated below:

>>> D XCOMM_address FFFFEFFF
>>> E XCOMM_address
>>> D XCOMM address FFFFFFFE
>>> E XCOMM_address

where XCOMM _address is the address of the DEMNA's XCOMM Register.
The XCOMM Register is at address BB + 10, where address (BB) is the
base address of the DEMNA nodespace computed (in hex) as follows:

21800000 + (80000 * XMI_ID;
where XMI_ID is the DEMNA'= XMI node ID

Example E-2 shows how to examine the DPA of a DEMNA at XMI node
3. The XDEV Register is examined first to confirm that the module being
examined is a DEMNA (device type = 0C03).
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Example E-2

How to Read the DEMNA Ethernet Address

Examining the DEMNA DPA on a VAX 6000

>>>E 21980000

! Examine XDEV Register

P 21980000 06010C03
>>>D 21980010 FFEFFFFEY ! Deposit FFFFFEFFF into XCOMM Register
>>>E 21980010 ! Evamine XCOMM Register to obtain
t first four bytes of DPA
P 21980010 092B0008
>>>D 21980010 FFFFEFFE ! Dapomit FFFFFFFE into XCOMM Register
>>>E 21980010 ! Bxamine XCOMM Register tc obtain
! last two bytes of DPA
P 21980010  000OF3CD
The above Ethernet address bytes are transmitted in the following crder
(left-to-right) over the network: 08-00-2B-09-CD-F3.
VAX 9000 System
If you are on a VAX 9000 system, you can read the DEMNA DPA
by depositing and examining the XCOMM Register as described in
Section E.2. The XCOMM Register is at address BB + 10, where address
(BB) is the base address of the DEMNA nodespace computed (in hex) as
follows:
20000000 + (X.74_ID * 800000) + (XMI_ID * 8000)
where:
XJA_ID is the XJA unit number
XMI_ID is the DEMNA's XMI node number
Example E-3 shows how to examine the DPA of a DEMNA at XMI node 4
through XJA number 2. The XDEV Register is examined first to confirm
that the module being examined is a DEMNA (device type = 0T03).
Example E-3 Examining the DEMNA DPA on a VAX 9000

>>>E 21020000
P 21020000

>>>b 21020010
>>>E 21020010

P 21020010
>>>D 21020010
>>>B 21020010

£ 21020010

! Examine XDEV Register

06010C03

FFFFFFFEFP ! Deposit FFFFFFFF into XCOMM Registor

! Examine XTOMM Register to obtain
! first four bytes of DPA

09280008
FFFFFFFF ! Deposit FFFFFFFE into XCOMM Register

! Examine XCOMM Register to obtain
! last two bytes of DPA

0000F3CD

The above Ethernet address bytes are transmitted in the following order
(left-to-right) over the network: 08-00-2B-09-CD-F3.
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Error Descriptions for ROM-Based Diagnostics

This appendix describes the errors for the DEMNA ROM-based diagnostics
(RBDs). The CEMNNA has four RBDs:

o Self-test RBD

e NIRBD
° XMI RBD
e XNA RBD

Table F-1 Error Numbers for Selt-Test RBD (ST0)

Error
Number Description

Test 1-—-Boot ROM Test

1 EPROM checksum error.

2 Machine check while accessing EPROM.
S0 Unexpected machine check.
91 Unexpected interrupt.

Test 2—C+VAX Interrupt Lines Test

] Unexpe~ted interrupt.
80 Unexpected machine check.
Test 3—Diagnostic Register Test
1 Diagnostic Register incorrectly initialized on power-up.
2 Diagnostic Register compare error.
3 Machine check while accessing the Diagnostic Register.
80 Unexpected machine chack.
o1 Unexpected interrupt.

Test 4--S5C Test

Subtest 1—Programmable Bus Timeout Subtest

1 Bus timeout machine check not taken on read to nonexistent memory.
Bus Timsout Register not as expected after bus timeout.
Zeros rot returned on a read to a nonexistent GPR.
Bus Timeout Register not as expected after bus timeout.
Unrexpacted machine check.
Unexpected interrupt.
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Error Descriptions for ROM-Based Diagnostics

Table F-1 (Cont.) Error Numbers for Self-Test RBD (ST0)

Error
Number Description

Test 4—~SSC Test

Subtest 2—Configuration Register Subtest

1 Configuration Register compare eror.
80 Unexpected machine check.
1 Unexpected intarrupt.

Subtest 3—Programmable Address Decoders Subtest

1 Programmable address decoder was incorrectly initialized on power-up.
2 Programmable Address Decoder Register compare error.

20 Unexpectad machine check.

o1 Unexpected interrupt.

Subtast 4—CQutput Port Subtest

1 Output port was incorrectly initialized on power-up.
90 Unexpected machine check.
91 Unexpected interrupr.

Subtest 5—Console UART Subtest
1 TXCS Ready bit not set as expected.
TXCS Ready bit not set after TXDB loaded.
RXCS Done bit not set whan expected.
RXDB not as expected after loopback transmit.
AXCS Done bit not cleared after RXDB was read.
TXCS Ready bit not set after TXDB loaded.
RXCS Done bit not set when expected.
Loopback character was transmitted too fast or slow for the particular baud rate.
RXDB not as expected after loopback transmit.
RXCS Done bit not cleared after RXDB was read.
TXCE fiead bit not set after TXDB loaded.
RXDB Register not as expacted after overrun error was forced.
RXDB8 Register not as expecied after overrun ermor was forced.
Unexpected machine check.
Unexpected interrupt.
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Error Descriptions for ROM-Based Diagnostics

Table F-1 (Cont.) Error Numbers for Self-Test RBD (ST0)

Error
Number Description

Test 4—S5C Test

Subtest 6-—Programmable Timers Subtest
1 Programmer Timer Ragister not initialized correctly on powar-up.
Programmable Timer Register compare error.
TIR not loaded comectly when transter set in TCR.
TNIR corrupted when transfer set in TCR.
TNIR does not increment when single set in TCR.
TNIR corrupted when single set in TCR.
interrupt bit is not set or is not the only bit set in TCR upon overflow.
TIR not reloaded upon overflow.
TNIR corrupted when Interrupt set in TCR.
TNIR not loaded correctly when Transfer and Stop bits set in TCR.
TNIR corrupted when Transter and Stop bits set in TCR.
TIR didn’t increment when Single arid Stop bits set in TCR.
THIR corrupted when Single and Stop bits set in TCR.
Interrupt bit not set in TCR on overflow when Stop bit set in TCR.
TIR not reloaded upon overflow when Stop bit set in TCR.

O O NOG;LE ON
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16 TNIR corrupted when Interrupt and Stop bits set in TCR.

17 Interrupt bit not set in TCR when Run bit set, after timeout.

18 Interrupt bit not set in TCR after first interrupt, after timsout.

19 TIR still increments after Run cleared in TCR.

20 interrupt bit not set in TCR after Run bit set when Stop is set, after timeout.
21 interrupt and Stop bits are not set or are not the only bits set on overflow.
22 TIR not cleared on overficw when Stop bit set in TCR.

23 TiR not cleared on overfiow when Stop bit set in TCR after waiting.

24 Timer accuracy failed.

25 interrupt bit not set in TCR when Run bit set, after timeocut.

26 Error bit in TCR not set sfisr missed overflow, after timeout.

27 Error, Interrupt, and Run bits are not set or are not ihe only bits set after missed overflow error.
80 Unexpected machine check.

21 Unexpected interrupt.

Subtest 7—Interval Timer Subiest

1 interval timer not initialized correctly on power-up.
a0 Unexpected machine check.
21 Lnexpacted interrupt.
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Error Descriptions for ROM-Based Diagnostics

Table F-1 (Cont.) Error Numbers for Seit-Test RBD (STO0)

Error
Number Description

Test 4—SSC Test

Subtest 8—V0 Bus Reset Register Subtest

1 SSC I/0 Bus Reset Register accessed as an SSC Register, not initialized correctly upon power-up.
2 SSC /O Bus Reset Register accessed as an EPR, not initialized correctly upon power-up.
80 Unexpected machine check.
o1 Unexpected interrupt.
Subtest 9—TOY Clock Subtest

—

SSC TOY Clock Register accessed as an SSC Register, not initialized correctly upon power-up.
SSC TOY Clock Register, accessed as an EPR. not initialized correctly upon power-up.
TOY clock did not increment.

TOY clock did not incremant after first increment.

TOY clock did not stop after it was cleared.

TOY clock did not stay stopped after it was cleared.

TOY clock did not increment when it was started after it was stopped.
TOY clock did not increment when it was started alter it was stopped.
TOY clock accuracy failed.

TOY clock did not stop after it was cleared.

Unexpected machine check.

O 0 N O A 0N

283

Unexpected interrupt.

Subtest 10—Break/Halt Logic Subtest
1 Ready bit in TXCS Register not set.

2 Halt taken on break when Control-P Enable bit set in Configuration Register.
k] RXDB not as expected after break.
4 Ready bit in TXCS Registsr not set.
5 Halt taken on break when Secure Console bit set in Diagnostic Register.
6 RXDBE not as expectad after break.
7 Ready bit in TXCS Register not set.
8 Hatt when o break when in halt-protected space.
2 RXDB not as expecied after break.
i0 Ready bit in TXCS Register not set.
11 Expected halt not taken.
12 RXDE not as expected after halt.
13 Roady bit in TXCS Register not set.
14 Halt taken on Control-P when Control-P Enable bit not set.
15 RXDB not as expacted after receipt of Control-P.
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Error Descriptions for ROM-Based Diagnostics

Table F-1 (Cont.) Error Numbers for Self-Test RBD (ST0)

Error
Number Description

Test 4--SSC Test

16 Ready bit in TXCS Register not set.

17 Halt not taken on Control-P when Control-P Enable set.
i8 RXDB not ag wxpected after receipt of Control-P.

80 Unaxpected machine check.

21 Unexpected interrupt.

Subtest 11—interrupt Subtest
1 Ready bit in TXCS Register not set after TXDB loaded.

2 Expected UART transmit interrupt did not occur.
3 Ready bit in TXCS Register not set after TXDB loaded.
4 Done bit in RXCS Register not set atter TXDB loaded for loopback transmit.
5 Expected UART receive interrupt did not occur.
6 AXDB Register not as expected aftar loopback transmit.
7 Done bit in RXCS Register not cleared after RXDB was read.
8 Interrupt bit in TCR not set after Run bit set, after timeout.
' 9 Interrupt not taken when Interrupt bit set in TCR.
10 TCR not as expected after inte: upt.
1 interval timer did not interrupt, aftar timeout.
12 interval timer did not interrupt after first interrupt, after timeout.
13 Interval timer did not interrupt after second interrupt, after timeout.
14 Interval timer accuracy failed.
15 Interval timer interrupted after it was stopped.
16 Intarrupt bit in TCR not set after Run bit set, after timeout.
17 SSC interrupt occurred when VD bit was set in the Configuration Register.
18 SSC interrupt occurred atier IVD bit cleared. The SSC internal interrupt request should have been
canceled.
S0 Unexpected rmachine check.
o1 Unexpected interrupt.
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Error Descriptions for ROM-Based Diagnostics

Table F-1 (Cont.) Error Numbers for Self-Test RBD (ST0)

Error
Mumber Description

Test 5—Console Drivers Test

Ready bit in TXCS Register not set atter TXDB loaded.

Dons bit in RXCS Hegister not set atter TXDB loaded for loopback transmit.
RXDB Register not as expected after loopback transmit.

Done bit in RXCS Register not cleared after RXDB Resgister was read.
Unexpected machine check.

Unexpacted intarrupt.

28 s wwm -

Test 6—-CVAX RAM March Test

Contants of current location doss not equal initial RAM pattern.
Contants of current location does not equal second RAM pattarn.
Machine check taken while reading or writing a CVAX RAM iocation.
Unexpacted machine chack.

Unexpected interrupt.

98@!\)-‘

Test 7—CVAX Parity RAM Test

A parity bit is not as expected.
Unexpected machine check.
Unexpecled intarrupt.

2 8.

Test 8—CVAX Chip Test

IPR (0, 1. 2 or 3} bit is stuck

Bit in PCBB Register is stuck.

ASTLVL Register not initialized correctly on power-up.

ASTLVL Register cannot be written to its power-up value.

SISR Register not initialized correctly on power-up.

SISR Register cannot be written to its powsr-up value.

CADR Register not initialized correctly on power-up.

MSER Register not initialized correctly on power-up.

MSER Register cannot be written to its power-up vaiue.

MAPEN Register not initialized correctly on power-up.

MAPEN Register cannot be written to its power-up value.

12 SID Register not initialized correctly on power-up.

13 Machine check caused by unexpectad parity error on CVAX RAM read.
14 Machine check not taken for expected parity error on CVAX RAM read.
i5 MSER not as expected after machine check.

16 Machins check caused by unexpected parity error on CVAX RAM read.

© & N CM s W N -
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Error Descriptions for ROM-Based Diagnostics

Table F-1 (Cont.) Error Numbers for Seli-Test RBD (ST0)

Error
Number Description
Test 8—CVAX Chip Test
17 Data compare error on first longword of quadword resd.
i8 Data compare error on second longword of quadword read.
19 Machine check crused by bus timeout when reading a quadword.
80 Unexpectad machine check.
91 Unexpected interrupt.
Test S—ENET PROM Tost -
1 First 6 bytes of the ENET PROM are all zero (null address).
2 Machine check taken while accessing the ENET PROM.
3 Low bit of the ENET PROM address is a 1 (multicast address).
4 Byte 0 of stored checksum not equal to byte 0 of calculated checksum.
5 Byte 1 of stored checksum not equal to byte 1 of calculated checksum.
6 Second copy of address and checksum not equal to first copy.
7 Third copy of address and checksum not equal to first copy.
8 First copy of test pattern not as expectad.
] Second copy of test pattern not es expected.
20 UUnexpected machine chech.
91 Unexpected interrupt.
Test 10-—EEPROM Tes!
3 Caiculated checksum not equal to the stored checksurn.
2 Machine check while accessing EEPROM.
80 Unexpacted machina chack.
81 Unexpected interrupt.
Yost 11—XNADAL Reedback Test
1 XNADAL Bus is hung (Grant Timeout bit is set in the Diagnostic Register).
2 The LANCE has an outstanding grant to the XNADAL Bus (LANCE Grant Status bit cleared in
Diagnostic Register).
3 XNADAL Bus is hung (Grant Timeout bit is set in the Diagnostic Register) after LANCE taken off the
bus (Hard Reset to the LANCE bit cleared in Diagnostic Register).
4 The LANCE has an ovistanding grant 1o the XNADAL Bus (LANCE Grent Status bit cleared in
Diagnostic Register) after LANCE taken off the bus (Hard Reset to the LANCE bit cleared in
Diagnostic Registsr).
5 The gate array has an outstanding grant to the XNADAL Bus (XNAGA Grent Status bit cleared in

Diagnostic Register).
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Error Descriptions for ROM-Based Diagnostics

Table F-1 (Cont.) Error Numbers for Self-Test RBD (ST0)

Error
Number Description

Test 11—XNADAL Readback Test

6 XNADAL Bus is hung (Granmt Timeout bit is sat in the Diagnostic Register) after gate amay taken off
the bus (Hard Reset to the XNAGA bit cleared in Diagnostic Register).
7 The gate aray has an outstanding gramt to the XNADAL Bus (XNAGA Grant Status bit cieered in
Diagnostic Register) after gate array taken off the bus (Hard Reset to the XNAGA bit cleared in
Diagnostic Register).
8 XNADAL loopbach failed.
] XNADAL toopback failed.
80 Unexpected machine check.
o1 Unexpected interrupt. .

Test 12—XNADAL Timeout Logic Test
Expected timeout did not occur {Grant Timeout bit not cleared in Diagnostic Register).

2 Expected timeout did not occur due to LANCE grant (LANCE Grant Status bit not cleared in
Diagnastic Registar).
3 Grant Timeout bit not set in Diagnostic Register after timeout cleared.
LANCE Grant Status bit not set in Diagnostic Register after timeout cleared. .
80 Unexpected machine check.
21 Unexpected interrupt.

Test 13—~Shared RAM March Test

Contents of currert location daes not equal initial RAM pattern.

Contents of current iocation does not equal second RAM patiern.

Machine check taken while reading or writing a shared RAM location.

Unsxpected machine check. .
Unexpected imerrupt. ‘

2807\)—'

Test 14—Shared Parity RAM Test
1 A parity bit not as expected.
80 Unexpected machine check.
o1 Unsxpected interrupt.

Test 15—LANCE Test

Subtest 1-—Register Access Subtest

1 LANCE RAP not initialized correctly upon powsr-up.
2 Could not make the LANCE RAP point to CSRO.
3 LANCE CSRO not initialized correctly upon power-up.
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Error Descriptions for ROM-Based Diagnostics

Table F-1 (Comt.) Error Numbers for Self-Test RBD (STO)

Error
NMumber Degcription

Test 15—LANCE Test

Could not initiatize LANCE CSRO to its power-up state.
Could not make the LANCE RAP point to CSR1.
Could not make the LANCE RAP point to CSR2.
Could not make the LANCE RAP point to CSR3.
LANCE CSR3 not initialized correctly upon power-up.
LANCE CSR1 has sturk bit.

10 LANCE CSR2 has siuck bit.

20 Unexpected machine check.

81 Unexpected interrupt.

© O N O 0L

Subtest 2—Initialization Subtest

| Initialization did not complete bafore timeout {{DON bit not set in CSRO).
60 Extra bits set in CSRO after initialization.
61 IDON and INTR bits not cleared in CSRO after writing IDON.
62 LANCE Interrupt bit set in Diagnastic Register after source of interrupt (IDON bit) was cleared.
80 Unexpected machine check.
91 Unexpected interrupt.

Subtust 3—TransmitReceive Subtest

i Packet not transmitted before timeout (TINT bit not set in CSRO0).
2 Packet not received before timeout (RINT bit not set in CSRO).
3 Unexpacted bit st in CSRO (possible error bit).
4 CRC longword transmitted by the LANCE is incorrect.

63 TMDO not as expacted.

54 TMDY not as expectad.

6% TMD2 not as expected.

66 TMDA3 not as expectad.

&7 HMDO not a8 expected.

68 RMD1 not as expected.

69 RMD2Z not as expectad.

70 RMD3 not as expected.

71 Receive buffer does not equal transmit buffer.

80 Unaxpected machine check.

21 Unaxpected interrupt.
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Error Descriptions tor ROM-Based Diagnostics

Table F-1 (Cont.) Error Numbers for Seli-Test RBD (5T0)

Error

Number

Description

Test 15-—LANCE Test

Subtest 4—CRC Logic Subtest

2288328 R28va~vonswn -

28233

Initialization did not complete before timeout (IDON bit not set in CSRO0).
Packet not transmitted before timeout (TINT bit not set in CSRO).
Packet not received before timeout (RINT bit not set in CSRO).
Unexpected bit set in CSRO (possible error bit).

Received message byte count (RMD3) is incorrect.

Packet not transmitted before timeout (TINT bit not set in CSRO0).
Packet not received before timeout (RINT bit not set in CSRO).
Unexpected bit set in CSRO (possible error bit),

Expacted CRC error not indicated in RMD1.

Extra bits set in CSRO after initialization.

IDON and INTR bits not cleared in CSRO after writing IDON.
LANCE Interrupt bit set in Diagnostic Register after source of imterrupt (IDON bit) was cleared.
TMDO not as expected.

TMD1 not as expected.

TMD2 not as expected.

TMD3 not as expected.

RMDO not as expected.

RMD1 not as expected.

RMD2 not as expected.

RMD3 not as expected.

Receive buffer does not egual transmit butfer.

Unexpected machine check.

Unexpected interrupt.

Subtest 5—Collision Detect Logic Subtest

1

e W N
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initialization did not complete bafore timeout (IDON bit not set in CSRO).
Expected Retry eror not received (RTRY bit in TMD3 not set).
Unexpacted bit set in CSRO (possible arror).

Error bit not set in TMD1 on expected retry error, or other error bits set.
Retry bit not set in TMD3 on expected retry error, or other error.

LANCE relinquished ownership of receive ring entry on expected retry error. The LANCE should not

have received this packet and should therefore still own the receive ring entry.

The receive message byte count is not cleared, indicating that the LANCE received a packet on the

expected refry error.




Error Descriptions for ROM-Based Diagnostics

Table F-1 (Cont.) Error Numbers for Seli-Teat RBD (ST0)

Error
Number Description
Test 15—LANCE Test

8 initialization did not complote before timeout (IDON bit not set in CSRO).

9 Expected Retry error not received (RTRY bit in TMD3 not set).
10 Unexpectad bit set in CSRO (possible error bit).
11 Error bit not sot in TMD? on expected retry error, or other error bits set.
12 Retry bit not set in TMD3 on expacted retry error, or other error bits set.
i3 LANCE relinquished ownership of recsive ring entry on expecied ratry error. The LANCE should not

have receivad this packet and should therefore still own tha receive ring entry.
14 The receive message byte count is not cleared, indicating that the LANCE received a packet on the
axpected retry error.

80 Extra bits set in CSRO after initialization.
61 IDON and INTR bits not cleared in CSRO after writing IDON.
62 LANCE Interrupt bit set in Diagnostic Register after source of interrupt (IDON bit) was cleared.
83 TMDO not as expected.
64 TMD1 not as sxpected.
65 TMD2 not as expected.
66 TMD3 not as expected.
67 RMDO not as expected.
68 RMD1 not as expected.
69 RMD2 not as expected.
70 RMD3 not as expected.
20 Unexpacted machine check.
91 Unexpactad interrupt.

Subtest 6—Promiscuous Mods Subtest

1

© 0O N O s QN

- ed b
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Initialization did not complete bafore timeout (IDON bit not set in CSRO).
Packet not transmitted before timeout (TINT bit not set in CSRO).
Packet not received before timeout (RINT bit not set in CSRO).
Unexpected bit set in CSRO (possible error bit).

CRC longword transmitted by the LANCE is incorrect.

Initialization did not completo before timeout (IDON bit not set in CSRO).
Packet not transmitted before timeout (TINT bit not set in CSR0).
Packet not received before timeout (RINT bit not set in CSRO0).
Unexpected bit set in CSRO (possible error bit).

CRC longword transmitted by the LANCE is incorrect.

Initiafization did not complete before timeout (IDON bit not set in CSR0).
Packet not ransmitted before timeout (TINT not set in CSR0).
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Error Descriptions for RCM-Based Diagnostics

Table F-1 (Cont.) Error Numbers for Self-Test RBD (ST0)

Error
MNumber Descriptian

Test 15—LANCE Test

13 Misaddressed packet was received.

14 Unexpected bit set in CSRO (possible error bit).

i5 LANCE relinquished ownership of receive ring entry on misaddressed packet. The LANCE should not
have raeceived this packet and should therefore still own the receive ring entry.

16 The receive message byte count is not cleared, indicating that the LANCE received the misaddresed
packet.

60 Extra bits set in CSRO after initialization.

61 IDON and INTR bits not cleared in CSRO after writing IDON. o

62 LANCE '~ errupt bit set in Diagnostic Register after source of interrupt (IDON bit) was cleared.

63 TMDO not as expected.

64 TMD1 not as expected.

65 TMD2 not as expected.

66 TMD3 not as expected.

67 RMDO not as expacted.

68 AMD1 not as expected.

69 RMD2 not as expected. .

70 RMD3 not as expected.

71 Receive buffer does not equal transmit buffer.

80 Unexpected machine check.

91 Unexpecled interrupt.

Subtest 7—DTX Logic Subtest

1 Initialization did not complete before timeout (IDON bit not set in CSRO).

2 Packet was transmitted (TINT bit set in CSRO0) even though the transmitter was turned off. .
3 Unexpected bit se’ 'n CSHO (possible error bit).

4

LANCE relinquished ownership of transmit ring entry even though it should not have transmitted the
packet since the transmitter was turned off.

5 LANCE relinquished ownership of receive ring entry on a packet that was never transmitted. The
LANCE should not have received this packet and should therefore still own the receive ring entry.
6 The receive message byte count is not cleared, indicating that the LANCE received the non-
transmitted packet.
60 Extra bits set in CSRO after initialization. :
61 IDON and INTR bits not cleared in CSRO after writing iDON.
62 LANCE Interrupt bit set in Diagnostic Register after source of interrupt (IDON bit) was clearsd.
63 TMDO not as expected.
64 TMD1 not as expected.
65 TMD2 not as expected.
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Error Descriptions for ROM-Based Diagnostics

Table F-1 (Cont.) Error Numbers for Seif-Test RBD (STO0)

Error
Number Description
Test 15—LANCE Test
66 TMD3 not as expected.
67 RMDO not as expected.
€8 RMD1 not as expected.
69 RMD2 not as expscted.
70 RMD3 not as expacted.
90 Unexpected machine check.
91 Unexpected interrupt.

Subtest 8—DRX Logic Subtest

1

n & 0 m

o

Initialization did not complete bafore timeout (IDON bit not set in CSRO0).

Packet not transmitted before timeout (TINT not set in CSRO).

Packet was received (RINT set in CSR0) even though the receiver was turned off,
Unexpected bit set in CSRO (possible error bit).

LANCE relinquished ownership of receive ring entry on a packet that it should not have received and
should therefore still own the receive ring entry.

The receive message byte count is not cleared, indicating that the LANCE received a packet that it
should not have received.

Extra bits set in CSRO after initialization.

IDON and INTR bits not cleared in CSRO after writing IDON.
LANCE Interrupt bit set in Diagnostic Register after source of interrupt (IDON bit) was cleared.
TMDO not as expected.

TMU1 not as expected.

TMD2 not as expected.

TMD3 not as expacted.

RMDO not as expected.

RMD1 not as expacted.

RMD2 ot as expected.

RMD3 not as expected.

Urexpected machine chack.

Unexpec'sd interrupt.

Subtest 8—Logical Address Filter Subtest

i

2
3
4

initialization did not complete before timeout (IDON bit not set in CSR0).
Packet not transmitted before timeout (TINT bit not set in CSRO0).
Packet not raceived befare timeout (RINT bit not set in CSRO0).
Unexpected bit set in CSRO (possible error bit).
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Error Descriptions for ROM-Based Diagnostics

Table F-1 (Cont.) Error Numbers tor Self-Test RBD (ST0)

Error
Number Description
Test 15—LANCE Test
5 CRC longword transmitted by the LANCE is incorrect.
6 Initialization did not complete bafore timeout (IDON bit not set in in CSR0).
7 Packet not transmitted before timeout (TINT bit not set in CSRO0).
8 Packet was received that should have been rejected by the logical address filtar.
2 Unexpscted bit se* in CSRO (possible error bit).
10 LANCE relinguished ownership of receive ring entry on a packet that it shouid not have received and
should therefore still own the raceive ring entry.
11 The receive message byte count is not cleared, indicating that the LANCE recsived a packst that it .
should not have received.
60 Extra bits set in CSRO after initialization.
61 IDON and INTR bits not cleared in CSRO after writing IDON.
62 LANCE interrupt bit set in Diagnostic Register after souice of interrupt (IDON bit) was cleared.
63 TMDO not as expected.
64 TMD1 not as expacted.
65 TMD2 not as expected.
66 TMD3 not as expected. ‘
57 RMDO not as expected.
68 RMD1 not as expected.
69 RMD2 not as expected.
70 RMD3 not as expected.
71 Receive buffer doas not equal transmit buffer.
90 Unexpectad machine check.
g1

Unexpected interrupt. ‘

Subtest 10—Missed {’acket Subtest

1

A n e N

-
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Initialization did not complete before timeout (IDON bit not set in CSR0).

Packet not transmitted before timeout (TINT bit not set in CSRO).

Packet was received (RINT bit set in CSRO0) even though no rece:. « ring entries were available.
Unexpected bit set in CSRO (possible error bit).

LANCE had eithar error or STP and ENP set in RMD1.

The receive messaege byte count is not cleared, indicating that the LANCE received a packet that it
should not have received.

Extra bits set in CSRO after initialization.
IDON and INTR bits not cleared in CSRO after writing IDON.

LLANCE Interrupt bit set in Diagnostic Registar after source of interrupt (IDOM bit) was cleared.
TMDO not as expected.

TMD1 not as expected. ‘




Error Descriptions for ROM-Based Diagnostics

Table F-1 (Cont.) Error Numbers for Self-Test RBD (S5T0)

Ercor
Number Description

Test 15—LANCE Test

65 TMD2 not as expected.

66 TMD3 not as expected.

67 RAMDO not as expected.

68 RMD1 not as expacted.

69 RMD2 not as expected.

70 RMD3 not as expacted.

71 Recsaive bufler does not equal ransmit buffer.
80 Unexpected machine check.

91 Unexpected interrupt.

Subtest 11—Broadcast Mode Subtest

1 Initiatization did not complete before timeout (IDON bit not set in CSR0).
2 Packet not transmitted before timeout (TINT bit not set ir: CSR)).
3 Packet not received before timeout (RINT bit not set in CSRO).
4 Unexpacted bit set in CSRO (possible error bit).
5 CRC longword transmitted by the LANCE is incorrect.

60 Exira bits set in CSRO after initialization.

61 IDON and INTR bits not cleared in CSRO after writing IDON.

62 LANCE interrupt bit set in Diagnostic Register after source of interrupt (IDON bit) was cleared.

63 TMDO not as expected.

64 TMD1 not as expected.

65 TMD2 not as expectad.
. 66 TMD3 not as expectsd.

67 RMDO not as expected.

68 RMD1 not as expected.

€9 RMD2 not as expected.

70 RMD3 not as expactsd.

71 Receive buffer does not equal transmit buffer.

80 Unexpected machine check.

o1 Unexpectad interrupt.

Subtest 12—Hard Reset Subtest

1 Expscted machine check not taken whon LANCE register written whan LANCE taken off the XNADAL
bus.

2 Bus Timeout Register not as expected alter machine check.

3 LANCE RAP not initialized correctly upon power-up.
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Error Descriptions for ROM-Based Diagnostics

Table F-1 (Cont.) Error Numbers for Self-Test RBD (ST0)

Error
Number Description

Test 15—LANCE Test

4 Could not make the LANCE RAP point to CSRO.
5 LANCE CSRO not initialized correctly upon powaer-up.
8 Could not initialize LANCE CSRO to its power-up state.
20 Unexpacted machina check.
o1 Unexpected interrupt.
Ethernet Subsystem Parity Test
1 Initialization did not complete before timeout (IDON bit not set in CSR0).
2 Expectad memory error not received (MERR bit in CSRO not set).
3 CSR0O not as expected after the memory error.
4 initialization did not complete befare timeout (IDON bit not set in CSRD).
5 Packet was not transmitted before timeout (TINT bit not set in CSRO0).
6 Packet was not received before timeout (RINT bit not set in ©TSRO).
7 CSRO not as expected after TINT and RINT.
8 LANCE caiculated CRC is incorrect.
9 Machine check taken on receive butfer read, indicating that the Ethernet parity logic did not write
good parity.
60 Extra bits set in CSRO after initialization.
61 IDON and INTR bits not cleared in CSRO after writing IDON.
62 LANCE Interrupt bit set in Diagnostic Register atter source of interrupt (IDON bit) was cleared.
63 TMDO not as expected.
64 TMD1 not as expected.
65 TMD2 not as expaected.
€6 TMD3 not as expacted.
67 RMDO not as expected.
68 RMD1 not as expacted.
69 RMD2 not as expscted.
76 RMD3J not as expacted.
71 Receive bufier does not equal transmit buffer.
80 Unexpacted machine check.
91 Unexpected intarrupt.
Test 17—LANCE External Loopback Test
- No errors reported by this test. The test provides only a pass or fail status indication.
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Error Descriptions for ROM-Based Diagnostics

Table F-1 (Cont.) Error Numbers for Self-Test RBD (ST0)

Error
Number Description

Tost 18—Gate Array Tosl
Subtest 1—XNA Side Register Access Subtest

1 Gato array register not initialized correctly upon power-up.
2 Machine check accessing gate array register.

80 Unexpacied machine check.

21 Unexpected interrupt.

Subtest 2—XNA Side Register Write Subtest

] Gate array register bit not written correctly.
2 Machine check while writing gate array register.
80 Unexpected machine check.
91 Unexpectsd interrupt.
Subtest 3—Pesk Subtesi
1 Peek timed out.
2 Gate Array Busy bit not cleared in GACSR.
‘ 3 The Done bit is not set or is not the only bit set in PKXMIH.
4 PKXMIL was corrupted during the peek.
5 PKDATA does not contain the correct data.
6 PKDATB doas not contain the correct data.
7 Correct bit(s) not setclaared in Diagnostic Register.
8 XBER reported an error.
e Diagnostic Register bits not cleared after Pesk Done bit was cleared.
10 Pegk timed out.
1 The Done and Write bits are not set or are not the only bits set in PIKXMIH.
i2 PKXMIL was corrupted during the peek.
13 PKDATA does not contain the comect data.
i4 PKDATB does not contain the correct data.
15 XPD1 not written correctly.
16 Correct bit(s) not sat/cleared in Dlagnostic Register.
16 XBER reported an error.
17 Diagnostic Register bits not cleared after Peek Done bit was cleared.
80 Unexpected machine chack.
o1 Unexpeacted interrupt.

Subtest 4—XMl Side Register Access Subtest

. 1 Paok timed out.
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Error Descriptions for ROM-Based Diagnostics

Table F-1 (Cont.) Error Numbers for Self-Test RBD (ST0)

Error

Number

Description

Test 18—Gate Array Test

ggraaaﬂmmawm

The Done bit is not set or is the only bit set in PKXMIHO.

XBER reported an error.

Peak timed out.

The Done and Write bits are not set or are not the only bits set in PKXMIHO.

XBER reported an error.

The correct ragister written bit is not set or is not the only bit set in the GACSR.

Port Registar Written bit not set in Diagnostic Register.

Port Register Written bit not cleared in Diagnostic Register after Peek Done bit was cleared.
Unexpected machine check.

Unexpected interrupt.

Subtest 5—Datamove Subtest

1

© ® N O 0 b N

10
1

12
13
i4
15
1€
17
i8
19
20
21

22
23
24
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Datamove timed out.

Gate Array Busy bit not cleared in GACSR.

DMCSR not cleared.

Datamove Done bit not set in Diagnostic Register.

XBER reporied an error.

Shared memory was not written correctly.

Shared memary was not written correctly.

Datamove Done bit not cleared in Diagnostic Register.

Zero-byte datamove read timed out.

DMCSR not cleared.

XBER reported an error.

Shared memory was written during zero-byte datamove.

Shared memory was written during zero-byte datamove.
Zero-byte datamove write timed out.

Write bit is not set or is not the only bit set in DMCSR.

XBER reportad an error.

PIKDATAO was written during zero-byte datamaove loopback write.
PKDATBO was written during zero-byte datamove loopbach write.
Datamove timed oul.

Gate Array Busy bit not cleared in GACSR.

Write and Interrupt Enable bits are not sat or are not tha only bits sat in DMCSR.
Datamove Done bit not set in Diagnostic Register.

XBER reported an error.

PKDATA was not written correctly during loopback datamove.




Error Descriptions for ROM-Based Diagnostics

Table F-1 (Cont.) Error Numbers for Self-Test RBD (ST0)

Error
Number Description

Test 18—Gate Array Test

25 PKKDATA was not written comectly during loopback datamove.
26 Datamove Done bit not cleared in Diagnostic Register after the Interrupt Enable bit was cleared in
DMCSR.
o0 Unexpected machine chack.
o1 Unexpected interrupt.
Subtest 6—Parity Subtest
1 Datamove timed out.
2 Error and Parity error not set in DMCSR.
3 Datamove Done bit 3et in Diagnostic Register.
4 XBER reportad an error.
5 PKDATA should not have been written,
6 PKDATA should not have besen written,
7 Datamove timed out.
8 Write bit is not set or is not the only bit set in DMCSR.
‘ 9 XBER reported an error.
10 PKDATA was not written correctly.
11 PKDATB was not written correctly.
12 Datamove timed out.
13 DMCSR not cleared.
14 Datamove Done bit set in Diagnostic Register.
15 XBER reported an error.
16 Shared Memory was not written correctly.
17 Shared Memory was not written correctly.
18 Machine check taken while reading Shared Memory that was writlen by the gate array.
0 Unexpected machine check.
81 Unexpected interTupt.

Subtest 7-Initialization Subtest

GACSR Busy bit not sat.

Init bit in GACSR did not clear after initialization.

Gate array register was altered on initialization when it should nct have been.
Gate array register was alterad on initialization when it should not have been.
Gate array register was not initialized corractly.

Gate array register was not initialized correctly.

gmw&um-s

Unexpected machine check.
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Error Descriptions for ROM-Based Diagnostics

Table F-1 (Cont.) Error Numbers for Self-Test RBD (ST0)

Error
Number Description

Test i8—Gate Array Test

91 Unexpscted interrupt.

Subtest 8—Error Subtest

Expected parity emror not received in XBER.

Parity arror not cleared in XBER when Force Bad Parity bit clearsd.
Diagnostic Register peek error not set.

Diagnostic Register peek error not cleared.

Peek timed out.

Expected error not received in PKXMIH.

PKXMIL was corrupted during the peek.

PKDATA was written during the error peek.

PKDATB was written during the error peek.

Correct bit(s) not set/cleared in Diagnostic Register.

XBER didn't report the expacted error.

Diagnostic Register bits not cleared after Peek Done bit was cleared.
XBER arror not cleared when Force RSE bit cleared.

Unexpected machine check.

Unexpected interrupt.

O O N O U b W N -
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Subtest S—interrupt Subtest

Peak timed out.

Port Register Written bit not set in Diagnostic Register.
Port Register Written interrupt not taken.

Datamove timad out.

Datamove error.

Datamove Done bit not set in Diagnostic Register.
Datameve Done interrupt not taken.

Unexpected machine check.

Unexpscied interrupt.

ESQQUI&(DN-‘

Subtest 10—Halt Subtest

Halt taken when in halt-protected space.
Expected halt not taken.

Node Resst interrupt taken when not expected.
Node Reset interrupt taken whan not expected.
Unexpected machine check.

8&0'0-‘
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Error Descriptions for ROM-Based Diagnostics

Table F-1 (Cont.) Error Numbers for Seli-Test RBD (ST0)

Error
Number Description
Test 18—Gate Array Test
a1 Unexpected interrupt.

Subtest 11—Hard Reast Subtaest

1
80
o1

Gate array register not initialized correctly on hard reset.
Unexpected machine check.

Unexpected interrupt.

Table F-2 Error Numbers for Nt RBD (ST1)

Ercor
Number Description
Test 1—External Loopback on Live Ethernet
1 Packet not transmitted (too many LANCE hangs in a row).
2 Packet not raceived (too many LANCE silo-pointer misalignment errors in a row).
60 Extra bits set in CSRO after initialization.
61 MERR bit set in CSRO.
62 BABL bit set in CSRO.
63 MISS bit set in CSRO.
64 CERR bit set in CSRO.
68 UFLO hit set in TMD3.
69 BUFF bit set in TMD3.
70 RTRY bit set in TMD3 (too many RTRYs in a row). BUFF set in TMD3.
71 LCAR bit sei y TMD3 (too many LCARs in a row).
72 LCCA bit set in TMD3 (too many LCOLs in a row).
73 Too many silo-pointer misalignment bug induced errors in a row due to invalid message byte count
(RMD3).
74 OFLO bit set in RMD1 (too many OFLOs in a row).
75 CRC bit set in RMD1 (too many CRCs in a row).
76 FRAM bit st in RMD1 (too many FRAMSs in a row).
77 BUFF bit set in RMD1 (too many BUFFs in a row).
78 Too many silo-pointer misalignment bug induced errors in a row due 10 buffer-compare errors.
0 Unexpacted machine check.
21 Unexpected interrupt.
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Error Descriptions for ROM-Based Diagnostics

Tabie F-2 (Cont.) Error Numbers for NI RBD (ST1)

Error
Number Description

Test 2—MOP Loopback Test

1 No nodes responding to MOP loopback packets.
2 Packet not transmitted.
3 No more nodes responding to MOP loocpback packets.
60 Extra bits set in CSRO afier initialization.
61 MERR bit set in CSRO.
62 BABL bit set in CSRO.
63 MISS bit set in CSRO.
64 CERR bit set in CSRO. .
68 UFLO bit set in TMD3.
69 BUFF bit set in TMD3.
70 RATRY bit set in TMD3 (too many RTRYs in a row). BUFF set in TMD3.
71 LCAR bit set in TMD3 (too many LCARSs in a row).
72 LCOA bit set in TMD3 (too many LCOLS in a row).
73 Toa many silo-pointer misalignment bug induced errors in a row due to invalid message byts coumt
(RMD3).
74 OFLO bit set in RMD1 (too many OFLOs in a row). '
75 CRC bit set in RMD1 (oo many CRCs in a row).
/o FRAM bit set in RMD1 (too many FRAMSs in a row).
77 BUFF bit set in RMD1 (too many BUFFs in a row).
78 Too many silo-pointer mis lignment bug induced errors in a row due to buffer-compare errors.
0 Unexpected machine chack.
o1 Unexpected interrupt
‘feat 3—Externa! Loopback on Closed Ethernet Test .
i Packet not transmitted.
2 Packet no’ received.
60 Extra d's set in CSRO after initialization.
61 MEPR bit set in CSRO.
62 B8/8L bit set in CSRO.
€3 MISS bit eot in CSRO.
65 DEF bit set in TMD1.
66 ONE bit set in TMD1.
67 MORE bit set in TMD1.
58 UFLO bit sst in TMD3.
69 BUFF bit set in TMD3.
70 RTRY bit sat irs TMD3 (too many RTRYs in a row). BUFF set in TMD3.
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Error Descriptions for RO -Based Diagnostics

Tabie F-2 (Cont.) Error Numbers for NI RBD (5T1)

Error
Number

Description

Test 3—External Loopback on Closed Ethernst Test

7
72
73

74
75
7€
77
78
80
9

LCAR bit set in TMD3 (too many LCARS in a row).
LCOL bit set in T:4D3 (too many LCOLs in a row).

Too many silo-pointer misalignment bug induced errors in a row due to invalid message byte count
(RMD3).

OFLO bit set in RMD1 (too many OFLOs in a row).

CRC bit set in RMD1 (too many CRCs in a row).

FRAM bit set in RMD1 (too many FRAMSs in a row).

BUFF bit set in RMD1 (too many BUFFs in a row),

Too many silo-pointer misalignment bug induced errors in a row du¢ to bufier-compare errors.
Unexpected machine check.

Unexpected interrupt.

Table F-3

Error Nurabers for XMl RBD {ST2)

Error
Number

Description

Yest 1—Datamove/Peek Test

60
61

63

65

87

69
70
71
72
73
74
75
76
77

Datamove timeout.

Expaected node reset interrupt not received.
Datamove write arror.

Error reported in XBER.

Datamove read error.

Error reported in XBER.

Datamove read data not equal to datamove write data.
Peek write timeout after retries.

Peck write error.

Eror reported in XBER.

Peek write timeout after retrigs.

Peek write error.

Error reported in XBER.

Pesk read timeout after retries.

Peek read error.

Emor reported in XBER.

Peek read data not equal 1o peek writs data.
Peek read data not equal to peek write data.
Peek read timeout after retries.

Peek reac’ error.
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Error Descriptions for ROM-Based Diagnostics

Table F~3 (Cont.) Error Numbers for XMl RBD (ST2)

Error
Number Cxscription
Test 1—Datamovs/Peck Test
78 Error reported in XBER.
79 Peck read data not equal to peek write data.
80 Peek read data not equal to peek write data.
] Unexpected interrupt.
92 Sanity timer expired. The gate array is hung.
Table F—4 Error Numbers for XNA RBD (£ I3)
Error .
Number Descripiion
Test 1—Moduie Exerciser Test
60 Extra bits set in CSRO aﬂér initialization.
61 MERR bit set in CSRO.
62 BABL bit set in CSRO.
63 MISS bit set in CSRO.
64 CERR bit set in CSR2. .
68 UFLO bit set in TMD3.
69 BUFF bit set in TMD3.
70 ATRY bit set in TMJ3 (too many RTRYs in a row). BUFF set in TMD3.
71 LCAR bit set in TMD3 (too many LCARs in a row).
72 LCOL bit set in TMD3 (too many LCOLs in a row).
73 Too many silo-pointer misalignment bug induced errcrs in a row due to invalid message byte count
(RMD3).
7 OFLO bit set in RMD1 (too many OFLOs in a row;. Q
75 CRC bit set in RMD1 (too many CRCs in a row).
76 FRAM bit set in RMD1 (too many FRAMS in a row).
77 BUFF bit sat in RMD1 (too many BUFFs in a row).
78 Too many silo-pointer misalignment bug induced errors in a row due to buffer-compare errors.
80 Unexpected machine check.
o1 Unexpected interrupt.
02 Datamove timed out.
23 Ethemet packet not transmitted (too many LANCE hangs in a row).
94 Ethernet packet not received (too many silo-pointer misalignment errors in & row).
95 Datamove write or read error.
96 Error reported in XBER.
97 Datamove read data not equal to datamove write data.
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Node-Private Registers in Nonfatal Error Blocks

This appendix provides bit maps of the DEMNA registers that are not
visible over the XMI bus but that are included ir the DEMNA nonfatal

error blocks. (See Section 8.2.2 for more information on the nonfatal error
blocks.)

The registers are grouped as follows:
e Datamove Registers

¢ Peek Repgisters

* Gate Array Registers

e Diagnostic Register

Datamove Registers

The gate array has four sets of datumove registers numbered 0 through
3. Each set corresponds to a separate datamove transaction. Up to four
datamove transactions can be outstanding at a time.

Each set of datamove registers contains the following registers:
o Datamove Port Address Register (DMPORn)

e Datamove Control/Status Register (DMCSRn)

® Datamove XM! Address Register (DMXMIn)

o Datamove Next Page Address Register (DMNPAnR)

where n is an integer from 0 through 3 that indicates the set to which the
register belongs.

Datamove Port Address Register (DMPORn)

N 2322 18 17 o

DMXMIL <8:0> Os Port Address <17:0>




Node-Private Registers in Nonfatal Error Blocks

G.1.2 Datamove Control/Status Register (DMCSRn)

3t 30 2524 23 1018 17 16 15 " 10 0
Os Os Qs
1 |___ Length
XNA_MEM Parity Error
Interrupt Enable
Write
Error
Ownership
msb-0487-50
G.1.3 Datamove XMl Address Register (DMXMin)
31 30 °
o XM! Address <39:9> .—I
msb-0468-20

G.1.4 Datamove Next Page Address Register (DMNPAN)

31 30 -}

0 XMi Next Page Address <39:9> .

meb-0469-60

G.2 Peek Registers

The gate array has two sets of peek registers numbered 0 and 1. Each set
corresponds to a separate peek transaction. Ur to two peek transactions
can be outstanding at a time.

Each set of peek registers contains the following registers:
© Peek XM! Low Addrecs Register (PKXMILn)

* Peek XMI High Address Register (PKXMIHn)

e Peek Data A Register (PKDATAnR)

© Peek Data B Register (PKDATBn)
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G.2.1

G.2.2

o G.2.3

Node-Private Registers in Nonfatal Error Bloi ks

where n is 0 or 1, indicating the set to which the register belongs.

Peek XMi Low Address Register (PKXMILn)

»n

XMi Address <31:0>

meb-0473-20
Peek XMI High Address Register (PKXMIHn)
31 W20 5242322292019 1817 18 8 7 -]
Os 0s Os
‘ L____ Extended XM| Address
More Discard
Writ +
Unlock Write
Interlock Read
Unlock Write Error
Error
Peek Done
Ownership
mab-0475-90
Peek Data A Register (PKDATARN)
k] ]
Data
meb-0474-90
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Node-Private Registers in Nonfatal Error Blocks

G.2.4 Peek Data B Register (PKDATBnN)

3

Data

msb-0474-20

G.3 Gate Array Registers

The gate array registers control gate array functions, provide gate array
status information, and are used in host interrupt operations. The gate
array registers are as follows:

o Gate Array Control/Status Register (GACSR) ‘
e Gate Array Host Interrupt Register (GAHIR)

e Gate Array IDENT Vector Register (GAIVR)

® Gate Array Timer Register (GATMR)
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Node-Private Registers in Nonfatal Error Biocks

G.3.1 Gate Array Control/Status Register (GACSR)

3 W27282520D12220101317161514131211 400 8 7 6 § [

i l__ XMI CMD ID

Gate Array Busy
interrupt Error

Abort Host Interrupt
Interrupt Host

XM! Interrupt Active
XCOMM REG WRT MSK
XPRR REG WRT MSK
XPCl REG WRT MSK
XPCS REG WRT MSK
XPCP REG WRT MSK
XPD1 REG WRT MSK
XPD2 REG WRT MSK
_— FPARX

LOOPBACK DM

DM LOOPBACK BUF
FORCE RSE

—_— DISABLE RETRY
Reserved

initialize Gate Array
LFSR ENABLE
TLockout

RLockout

Node ID

msb-0357-69



Node-Private Registers in Nonfatal Error Blocks

G.3.2 Gate Array Host interrupt Register (GAHIR)

n 2010 1918 o

Os Lovel XMI Node Mask ID

meb-0870-80

G.3.3 Gate Array IDENT Vector Register (GAIVR)

n 1615 2r0

0s Vector Os

mab-0871-20

G.3.4 Gate Array Timer Register (GATMR)

k1] 272825 21 20 18 15 13 12 B 7 3 4 ]
0s 0s Os ]

l I Peek Timeout
Datamove Timeout
Lockout Deassertion Delay
Lockout Assertion Disable
Lockout Assertion Delay

me-0472-80
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Node-Private Registers in Nonfaial Error Blocks

G.4 Diagnostic Register

3130202027 26252423222120101817161514131211100 8 7 6 § 210

Unused
-

Paak Emor

Update

XNAGA Stato Select 0
XNAGA State Select 1

Write Enable EEPROM
Disable CVAX RAM Par
Disable Shared Mem Par
Enable XNADAL Addr Rdback
Node Reset Ensble

Unused

Hard Reset to LANCE

Hard Reset to Gate Array
Secure Console

Disable LANCE INTR to CVAX
Disablo Port Reg Written INTR
Disable DM INTR to CVAX
Spare

Qv

Diagnostic Parity Read
LANCE Grant Status

Gate Array Grant Status
XBER Error

Grant Timeout

LANCE interrupt

Port Reg Written INTR Status
DM Done INTR Status

Poak 1 Done

Paeck 0 Done

meb-0522-60
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Device Type Codes for XMi Modules

T.ble H-1 lists the device type codes for XMI modules available at the

printing of this manual.

Table H-1 Device Type Codes for XMl Modules

Code Device Function

0Co3 DEMNA Ethernet/802 controller

0Co05 CIXCD C1 interface adapter

0c22 KDM70 Disk and tape controller

1001 XJA XMi-t0-SCU adapter

2001 DWMBA/A XMi-to-VAXBI adapter (uinmapped)
2002 DWMBB/A +3.3V XMI-to-VAXBI adapter (mapped)
4001 MSE2A Memory module

8001 KACOA VAX 6000 Modal 200 CPU

8001 =528 VAX 6000 Mode! 300 CPU

8081 KN5BA/A DECsystem 580C CPU

8082 KAB4A VAX 6000 Model 400 CPU
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Ethernet Protocol Types

Table I-1 lists the only cross-company (universally adm' nistered) Ethernet
protocol type. Table I-2 lists the Ethernet protocol types assigned by
Digital.

Table I-1 Cross-Company Ethernet Protocol Type

Protoco! Type Description

90-00 Ethemet ioopback

Table I-2 Digital's Ethernet Protocol Types
Protocel Type Description

60-01 DNA Dump/Load (MOP)
60-02 DNA Remote Console (MOP)
60-03 DNA Routing

60-C4 Local Area Transport (LAT)
60-05 Diagnostics

60-06 Customer use

60-07 System Communication Architecture (SCA)
80-38 Bridge

80-38 VAXELN

80-3C DNA Naming Service

80-3D CSMA/CD Encryption

80-3F LAN Traffic Monitor

80-40 NetBios emulator (PCSG)
80-42 Reserved

The protocol types 00—-00 through 05-DC are reserved so that 802.3 format
frames can be distinguished from Ethernet format frames. Use of these
protocol types in Ethernet format frames is incompatible with correct
operation of the CSMA/CD Data Link.
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Ethernet Addresses

Table J-1 lists the cross-company (universally administered) Ethernet
multicast addresses. Table J-2 lists the Ethernet multicast addresses
assigned by Digital. Table J-3 lists the Ethernet physical addresses
assigned to Digital prototypes, parts, or units. Table J—4 lists the address
.locks assigned to other organizations but used in Digital products.

Table J-1 Cross-Company Multicast Addresses

Multicast Address

Description

21-80-C2-00-00-00
01-80-C2-00-00-0X
01-80-C2-00-00-10
01-80-C2-00-00-11
01-80-C2-90-00-12
09-00-28-00-00-04
09-00-2B-00-00-05
CF-00-00-00-00-00
FF-FF-FF-FF-FF-FF

\EEE 802.1d Bridge group address

IEEE 802.1d Reservad (always fitered by bridges)

|EEE 802.1d All LANs Bridge Management group address
IEEE 802.1e Load Server group address

IEEE 802.1e Loadable Device group address

1ISO 9542 End System Hello

1SO 9542 Intermediate System Hello

Loopback Assistance

Broadcast

Table J-2 Digital's Multicast Addresses

fMulticast Address Descrintion

AA-00-00-01-00-00 DNA Dump/load Assistance (MOP)
AA-00-00-02-00-00 DNA Remote Console (MOP)
AB-00-00-03-00-00 DNA Level 1 Routing Layer routers
AB-00-00-04-00-00 DNA Routing Laysr end nodes

AB-00-04-00-XX-XX
AB-00-04-01-XX-XX
08-00-2B-00-00-02
09-00-2B-00-00-03
08-00-2B-00-00-0€
08-00-2B-00-00-07
09-00-2B-00-00-0F
09-00-2B-01-00-0C
09-00-2B-01-00-01
08-00-2B-02-00-00
08-00-28-02-01-00
09-00-28-02-01-01

Customer use

System Communication Architecture (SCA)
VAXELN

LLAN Traffic Monitor

CSMA/CD Encryption

NetBios Emulator (PCSG)

Local Area Transport (LAT)

All bridges

All local bridges

DNA Level 2 Routing Layer routers
DNA Naming Service Advertisement
DNA Naming Service 3olicitation
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Ethernet Addresses

J-2

Tabie J-3 Digital's Physical Addresses

Physical Address

Description

AA-00-04-00-XX-XX
AA-00-03-00-XX-XX
AA-00-03-01-XX-XX
AA-00-03-02-XX-XX
AA-00-03-02-00-00

AA-00-03-03-XX-XX
08-00-2B-0X-XX-XX
08-00-28-1X-XX-XX
08-00-2B-22-00-00

DECnet Phase IV station addresses
UNA prototype

DEUNA products

Miscellaneous assignments

H4000-TA Ethernet Transceiver Tester
NI20 products

PROM 23-365A1-00

PROM 23-365A1-00

Bridge management

Table J-4 Other Physical Addresses

Physical Address

Description

00-00-69-02-XX-XX

DTQNA, Concord Communications Inc.
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SAP Assignments and SNAP Protocol ID Assignments

Table K-~1 lists the cross-company (universally administered) SAP
assignments. No SAPs are assigned by Digital. Table K-2 lists the SNAP
protocol IDs (PIDs) assigned by Digital. There are no cross-company
(universally administered) SNAP PIDs.

Table K-1 Cross-Company SAP Assignments

SAP Description

03 LLC sublayar management function group SAP (IEEE 802.1b)
FF Giobal DSAP

00 Null SAP

02 LLC sublayer management function individual SAP (IEEE 802.1b)
06 ARPAnet IP

OE PROWAY (IEC 955) netwaurk management and initialization
42 IEEE 802.1d (ISO 10038) transparent bridge protocol

4E EIA AS-511 Manufacturing Massage Service

7E 1SO 8208 (X.25 over IEEE 802.2 type 2 LLC}

8E P AOWAY (iEC 955) active station fist maintenance

AA SNAP SAP

FE 1SO Network Layer entity

Table K-2 Digital’'s SNAP Protocol IDs

Protocol ID Description

08-00-2B-60-01 DNA Dump/Load (MOP)
08-00-2B-60-02 DNA Remote Console (MOP)
08-00-2B-60-03 DNA Routing
08-00-28-60-04 Local Area Transport (LAT)
08-00-2B-60-05 Diagnostics

08-00-2B-60-06 Customer use
08-00-2B-60-07 System Communication Architecture (SCA)
08-00-28-80-38 VAXELN

08-00-2B-80-3C DNA Naming Service
08-00-28-80-3D CSMA/CD Encryption
08-00-2B-80-3F LAN Traffic Monitor
08-00-2B-80-40 NetBios emulator (FCSG)
08-00-2B-80-00 MOP LAN Loopback protocol
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L.1

Console Connection Program

This appendix describes a VAX MACRO (assembly language) program
called console.mar. This program can be used to access the DEMNA
console monitor program if the Network Control Program (NCP) is
not available. If NCP is available, use the procedure described in
Section 10.2.2 to access the DEMNA console monitor program.

introduction

The console connection program uses the Maintenance Operations Protocol
(MOP) console carrier mechanism to connect to the target DEMNA consc'e.
The MOP spercification defines the data structures and handshaking
conventions used to establish a console connection and pass data back
and forth between a user terminal and the DEMNA console. Data is
transferred in character /O mode—that is, one or more ASCII characters
is transferred per packet.

The console connection program also makes use of Queue /O (QIO)
structures and commands for data transter. The QIO interface is described
in the VMS I/0 User’s Reference Manuat. Part II.

The console connection program defines the following structures:
* A console packet (according to MOP specifications)

e A QIO channel for the Ethernet connection

¢ A QIO channel for the terminal connection

¢ A transmit buffer

e A receive buffer

‘The console connection routine has the following major steps:

1 Establish a connection with the target DEMNA console by gending a
MOP Reserve Console message to the target DEMNA. If no response is
received within the timeout period, the program aborts.

2 Check for valid user input (a2 terminated ASCII character) from the
terminal QIO channel.

3 If there is valid input from the terminal channel, put it in a MOP
Console Command and Poll message and send it o the target DEMNA.
If there is no valid input, send a Command and Poll message that has
no data.

Check for valid DEMNA input from the Ethernet QIO channel.

5 If there is a Console Response and Acknowledge message from the
Ethernet channel, print the user data on the terminal. If there is no
such message, proceed to the next step.

6 Hibernate (remain idle) for 1/40 second.
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Console Connection Program

7 Loop to step 2 and proceed.

If an error occurs during any part of the program, the program aborts.

L.2 User-Supplied Parameter Values

The user must supply two parameter values to the program:

¢ The default physical address (DPA) of the target DEMNA. 'This
address must be supplied as siz consecutive 2-digit sets of hexadecimal
numbers in the RemoteNode data structure defined at the end of the
program. The order of the sets of hex numbers should be the order in
which the address bytes are transmitted on the network.

o The Ethernet device number. The user supplies the Ethernet device

to the program through an ASSIGN command before running the
program.

® The console password. If the console password for the DEMNA has
been changed, then the password (Vercode) in the program (under
MOP parameters) must be changed. Otherwise, the default password
supplied in the program must be used.

L3 Running the Program

L-2

Before it can be run, the program must be compiled and linked as follows: .

SMACRO CONSOLE
SLINK CONSOLE

Thereafter, the program is run as follows:
$ASSIGN Ethernet_device CONSOLESDEVICE

SRUN CONSOLE
XNA>

where Ethernet_device is the device number for user's Ethernet node

Wken a connection to the target DEMNA is established, the DEMNA
console prompt (XNA>) is displayed. Example L1 shows the commands
used to compile, link, and run the console connection program.

Example L-1 Compiiing, Linking, and Running the Console Connection
Program

$MACRO CONSOLE

$LINK CONSOLE

SASSIGN EXAC CONSOLESDEVICE
SRUN CONSOLE

XNA>




Console Connection Program

L4 Exiting the Program
Exit the program by typing [CTRUD] or [CTRLY],

L5 Program Listing

R L R T T T L T
s ®

;* DIGITAL ASSUMES WO RESPONSIBILITY TO SUPPORT THE
SOFTWARE DESCRIRED IN THIS MODULE, WOR TO ANSWER
INQUIRIES ABOUT IT.

REQUIRE CUSTOMER MODIFICATIONS TO WORK IN ALL
CIRCUMSTANCES .

* % % & % B2 BN

-

&
'Q
;* THIS SOFTWARE MODULE 1S PART OF A TEMPLATE WHICH MAY
L

L]

4

FRAAALAALALL AL ALAALLASAAALAALAASALAS LA s AR dd it il il sl iidtdtdd

-TITLE CONSOLE - Cennect to a node via MOP Console Carrier

;tﬁﬁttﬂﬂtiti'ttitiftﬁ..t’i#Q'*Qt't.ii"i.titi"t..tii.'i.ﬁitt

; System Library Calls
;iiti.ii.it'.'.t.'t't.itttt.itttiittt'ti.'i.ti.ii.t**itiiiit'

-LIBRARY "SYSSLIBRARY:LIB.MLB"

$IODEF ;i Define QIO symbols
$NMADEF ; Define network
: symbole

;tt.t‘tt'ti.t.ttti'titttltti'."'tit.t.t.ittiiit...ttt"ﬁ""

; Error Macro Definition
;i.ttttt‘lti."..‘tttiti.tt'ttit"l""“'iiiﬁ't.t.i‘tﬂ'.Q..'

.MACRO S$ERROR ?LO ; Bagin macro definition
blbs RO, LO ; If no error, proceed
brw Exit ; If error, exit program

LO:

.ENDM ; End macro definition
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Console Connection Program

: (X 2 22 R R R AR R RS R 2222 A R AR X222 2222 22 )

; Console connection routine
:titt'i..tit.'tlii't"tt"tiﬂ'ﬁQitQt.t...G"..t.'ttttit.tt.i.

.PSECT $CODE, PAGE, SHR, NOWRT, PIC
.ENTRY Conaola, “N<>

ACLE LY EEL LT - e " > e P G P P P R P e e e e D e -

; Assign and start up QIO channele. Send Reserve Consocle
; message to target DEMNA.

; RApsign the -hannels (terminal and Ethernet)
; Assign terminal channel

$ASSIGN_S DEVNAM=TermDev, CHAN=TarmChan
$ERROR ; Exit on error

: Assign Ethernet channel

$ASSIGN_S DEVNAM=NIDev,CHAN=NIChan
SERROR ; Exit on error

; Start the MOP protocol type

£QIOW_S FUNC=@<IO$_SetMode!IO$M_Ctrl!IO$M_Startup>, -

CHAN=NIChan, - ; Select NI channel
P2=fSetParmbac ; Specify MOP protocol
$ERROR ; Exit on error

; Connect to the conscle. If there is no responge, the coneole
; is reserved or disabled, an incorrect Ethernet device was
; assigned, or an incorrect RemoteNode Addrese wae supplied.

movb $13, XmtData ; set function code to ‘
; "reserve console"
movqg VerCode, XmtData + 1 Set verification code
$QIOW S FUNC=#I0$ Writevblk, - Send Reserve Console msg
CHAN=NIChan, - Select NI channel

Pl=XmtData, - Packet data pointer

o ve e

P2wi9, - ; 9-byte length
PSagConNode ; Conscle node addrec=»
movl €5, KeepAlive ; Initialize keep-al’
; count

LT TP TR LE L LY bl DX e o--- Pt L L L T YT T P Y Y Y T

; Loop forever, passing data between user terminal and DEMNA

; console. .

; Obtain terminal input

[s]-§ 3010' S FUNC=$IO0$ RIIDVELK!IDSH TIHID!IOSH NOECHO!IO$M NOFILTR, -
CHAN=TormChan, - ; Select terminal channel
PleXmtData+2, - ; Input data location
P2=$253, - ; Maximum length
P3=§0, - : Flush input buffer
10SB=Q1icIOSB ; Status location

movzyl QioIOSB + 2,Ré

Get input data length
blbe Q1010SB, 1§

8S$Normal? WNo, skip terminal
input and send blank packet.

D L T TN

inel R6 Yesz. appand termination
character
1s: beql 2% Any data?
cEpb XmtData + 2,84 ; Yes, chack for disconnect
bneq 2§ ;  (CTRL/D typed).
brw Exit ; If CTRL/D, exit

; Issue Console Command and Poll mecsage.
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28:

movw 817, XmtData
addl2 92.R6
$QI0M_S FUNC-.IOS_WtitQVblk.'

CHAN=NIChan, -
PleXmtData, -
P2=R6, -
P5=§ConNode

Console Connection Program

.

Set MOP code; clear flags
Include code/flags bytes
Send the meseage
Select NI channel
Packet data pointer
R6 contains length
Console node addrese

; Receive Console Response and Acknowledge mmssage.

3s:

; Print

; Hibernate for

§

Exit:

$QIOW_8 FUNC=$I0$_Readvblk!IOSM Now, -

CHAN=NIChan, -
Pl=Rcvbata, -

P2=9500, -

I0SB=Qi-~I0SB

blbe RO, 48

blbs QioIOSE, 33

decl KeaphAlive

bgtr 45

brw Exit NoResponse

movl 95, KeeapAlive
cmpb RcvData, #19
bneq 4s

terminal output

movzwl QiolIOSB + 2,Ré

subl2 é2.R6

bleg 4§

$QIOW_§ FUNC=§IO$_WRITEVBLK, -

CHANeTermChan, -
Pl=RcvData+2, -
P2=R6

1/10 pecond

movl €-1000000, TimeHib
movl é-1, TimeHib + 4
$SCHDWK_S DAYTIM = TimeHib
SHIBER 8

bru 0s

$Exit_s 0

Exit_NoResponse:
3QIou_s CHANeTernChan, -
FUNCe$§I05_WRITEVBLK, -
108B=Qi0lO0SH, ~
Pl=Digconnect, -

P2=913

SExit_8

.
.
s
¢

; Attempt rcv
Select NI channel
Packet data pointer
Maximum length
Status return

Got packet? No, akip rcv.
Decrement keeop-alive cntr
Keep alive expired?

Yes, oxit

Reset kesp-alive counter
Console Responoe/Ack rec’'d?
No, hibernate.

Get length of rcv packet
Subtract code/flags byte
Any data? No, hibernate
Yes, copy data to terminal.
Specify terminal
Location of output data
Output length

Set hibernation time
to 1/10 second
Schedule wake-up call
Hibernate

Loop to beginning

of routine

Exit status of a QIO
command

Write “"No responas”
to terminal

Genoral IOSB
Moseage
Hessage length
Exit
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L-6

;t.ttn.t...'.."t.itt."..ti"t‘.ttit‘i't".Q.tﬁi....tttliii.

; Data structure definitions
;t*ﬁ.*tt.titttiﬂii'i'i"ﬁitittti.iii'i'.itii'.i.."..it't.l'.

-PSECT SDATA, PAGE, PIC, CON, LCL, NOSHR, NOEXE, RD, WRT, NOVEC

IR L L L L D L T T N L L L L LY

; Device descriptora

R L LY Y P L L T L LT L R D T T e T L

TermDov: .ascid /SYSSINPUT/ ; Terminal device

: = SYSSINPUT
TermChan: .long ;i Terminal channel
NiDev: .ascid /Console$Device/ ; Rl device =

; Conescle$Device
WNIChan: .long ; NI channel
XmtData .blkb 512 ; Tranemit (xmt) buffer
RewData: .blkb 512 ; Receive (rev) buffer
Qio10sB: .blkl 2 ; General 108B

SetParm: .word  NMASC_PCLI_ BFN i Number of rcv buffers
.long 4
.word  NMASC_PCLI PAD ; Padding value
-long  WMASC_STATE_ON
.word  NMASC_PCLI_PTY ; Protocol type » 60-02
long “X0260
SetParmbsc: : .long SetParmDsc-SetParm
.address SetParm

; Miscellaneous data

ConNoda: : .byte “X08, “X00, “X28B, - ; Ethornet address of
~X00, %00, "X01 ;. target ncde
VerCode: .ascii /DRAOBANX/ ; Verification code
TimeHib: . quad ; Hibernmation times
XeepAlive: .long ; Keep-alive counter
Disconnect: .byte 13 ; Disconnect massage
.a8cii /No response/
.byte 13

.END Console
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History Entry Formats

This appendix describes the types of history entries that can be displayed
by the console monitor program. A history entry must be one of the
following error types:

¢ Datamove—An error specific to a datamove operation.

e Exception—A firmware exception.

e Fatal error—A fatal port error.

°* Firmware update—An update to the controller firmware.
e Machine check—A firmware machine check.

® Node halt—The controller exacuted & node halt.

¢ No error—No error has been logged to this entry.

e Peek—An error specific to a peek operation.
o Self-test error—One or more of the tests in the self-test failed.

¢ XBER—One of the hard error bits in the XMI Bus Error Register
(XBER) was set.

Figure M-1 shows the general format of a hristory entry. Table M-1
through Table M—4 describe the history entry fields.

Figure M-1 History Entry Format

-- 08-00-2B-00-00-01 -- Error History # 1 ~- 01-JAN-1988 01:05:17 --

Type: Machine Check
Da%~e: 01~-JAN-1988 00:00:54
Humber of times this event occurred: 1
Saved Data: 00000BO1L
00009014
00000080
EFF00004
DOEOFCE0

Table M-1 History Entry—Parameter Definitions

Parameter Descrintion
Ethernet address The DEMNA's actual physical address (APA).
Error History # The number of the history entry.
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Table M-1 (Cont.) History Entry—Parameter Definitions

Parameter Description

Date and time The current date and time. if the system datetime was
specified in the PARAM command, the date/time is the
base time supplied by the host plus DEMNA uptime
unti] the emmor occurred. i the system dateftime was not
specified in the PARAM command, the base date/ftime
defaults to 01-Jan-88. In this case, the date/time of error
is the base time (01-Jan-88) plus the DEMNA uptime until
the error occurred.

Type The type of error recorded.

Date The date and time when the history entry was logged.

Number of times this The number of times this particular arror type occutred.

event occurred o
Saved data (5-7 The meaning of these longwords is sperific to the error
longwords) type. See Table M—2.

Table M-2 Saved Data Definitions

Datamove Error
Longword  Description

1 XBER Register
XFADR Register

2
3 XFAER Register
4 DMPOR Register
5 OMCSR Register
Exception
Longword Description
1 Pending Port Status Register (XPST_Pending). The value that will be

loaded into the XPST Reqgister after the next state change (after error
handling has been completed).

2 Pending Port Data 1 Register (XPD1_Pending). The value that will be
loaded into the XPD1 Register after the next state change (after error
handling has been completed).

3 Address of call to shutdown request.
4 Address cf exception.
5 Exception number (offset into system conirol block (SCB)).
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Table M-2 (Cont.) Saved Data Definitions

Fatsl Error

Longword  Description

1 Psnding Port Status Register (XPST_Pending). The value that will be
loaded intc the XPST Register after the next state change (after error
handling has been completed).

2 Pending Port Data 1 Register (XPD1_Pending). The value that will be
loart~..i \nto the XPD1 Register after the next state change (after error
handling has bsen completed).

3 l.ongword 1 of the stack when the error occurred.

4 Longword 2 of the stack when the error cccurred.

5 Longword 3 of the stack when the error occurred.

Firmware Updaste

Ltongword Description

1 XDEV Register

2 Four ASCH numbers that indicate the DEMNA firmware revision. For
example, 30 31 32 33 (ASCII) = revision 01.23,

3-5 Firmware ravision date and time (binary).

Machine Check

Longword  Description

1 Pending Port Status Register (XPST_Pending). The value that will be
loaded into the XPST Register after the next state change (after error
handling has been completed).

2 Pending Port Data 1 Register (XPD1_Pending). The value that will be
loaded into the XPD1 Register after the next stale changs (after error
handling has been completed).

3 Machine check code {usually 80-83, which indicate an invalid address).

4 Most recenmt memory address.

5 internal state information 1.
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Table M-2 (Cont.) Saved Data Definitions

Node Hait

Longword  Daescription

1 Pending Port Status Register (XPST_Pending). The value that will be
loaded into the XPST Register after the next state change (after error
handling has been completed).

2 Pending Port Data 1 Register (XPD1_Pending). The value that will be
loaded into the XPD1 Magister after the next siate change (alter error
handling has been comyleted).

3 Longword 1 of the stack when the node halt occurred.

4 Longword 2 of the stack when the node halt occurred.

5 Longword 3 of the stack when the node halt occurred.

No Error

Longword  Description

1 Zeros; undefined

2 Zer0s, undefined

3 Zeros; undefined

4 Zetos; undefined

5 Zeros; undefined

Peek Error

Longword  Description

1 XBER Register

2 XFADR Register

3 XFAER Register

4 XMIL Register

5 XMIH Register

Self-Test Error

Lonaword  Description

] Expscted data

2 Received data

3 System control block (SCB) offset

4 Memory address

5 Program counter (PC) at failure

6 See Figure M-2 and Table M-3

7 See Figure M-3 and Table M—4
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Tabie M-2 (Cont.) Saved Data Definitions

Longword  Description

XBER

1

»n s W N

XBER Register

XFADR Register
XFAER Register
Zeros; undefined
Zeros; undefined

Figure M-2 Self-Test Entry—Longword 6 of Saved Data

3

18 15

1”21 8 7

Error Count

Diagnostic Number
HReserved

Diagnostic Revision

meb-0351-89

Table M-3 Self-Test Entry—Longword 6 of Saved Data

Bits Field Description

31:16 Diagnostic Revision Two ASCHl numbers that indicate the revision level
of the diagnostic. For example, 39 33 (ASCIl) =
revision 3.9.

15:12 Reserved Thesse bits are reserved.

118 Diagnostic Number A binary field that indicates which test reported the
efror. 0 » saif-test. 1 « NIRBD. 2« XMI RBD. 3 =
XNA RBD.

70 Error Count

The number of times (in binary) that this type of
diagnostic error occurred.
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Figure M-3 Seli-Test Entry—Longword 7 of Saved Data

N 2423 16 15 6 7 42 0

| L_ Node 1D
Test Typo
Test Numbar

Subtest Number
Error Number

msb-0352-69

Table M-4 Self-Test Entry—Longword 7 of Saved Data

Bite Fietd Description
31:24 Error Number See Appendix F.
23:16 Subtest Number Number (hax) of the failing subtest. (See
Appendix F.)
158 Test Number Number (hex) of the failing test. {See Appendix F.)
74 Test Type 1 a power-up mode; 2 = RBD mode .
30 Node 1D XMI node 1D (hex) of the DEMNA
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802
SAP assignments + K-1
SNAP protoco! 1D assignments « K-~1
specification+ 1-1

A

Actual physical address » 2-20
Actual SBUA Counter - 2-5
Addressing

physical « 2-1,2-3, 2-5

virtual » 2-1, 2-3, 2-5, 3-1, 3-3
Altitude « A-1
APA

See Actual physical address
Assistance Volunteer message » C—-1

B

BLANK console command » 10-9
BOOT console command + C-2
Boot message * 2-18, (-2
Boot ROM
See EPROM
Bootstrapping from Ethernets C-1
Boot varification code « C-2
Broadcast address » 2-20
Butfer chaining « 2-8, 2-9
Bus Error Register« 4-8, 5-3, 7-2, 8-22
triggering of eror interrupts » 2-16

c

Cebinet kits* 1~7

Cables » 18, 1-7
installation « B-4
intemnal Ethernet* B~13
physical console B-15
pigtail connector« B4, B—-13
transceiver » B-15

Card cage, XMl+ B84
CDAL bus+ 14
Command ring + 3-1
buffer » 2~7
entry
exchange between port and port driver» 2-10
introduction « 2-8
processing » 2-9
Communications Register » 4~16, 8-11
Console Command and Poll message » 2-18
Console connection program ¢ 10-2, L-1
Console monitor program » 2-24, 10-1 to 10-52
basic functions ¢« 10-1
command language control characters « 10-36
commands « 10-7
BLANK - 10-9
EXAMINE « 10-10 to 10-11
HELP+ 10-12 to 10-13
SHOW - 10-14 to 10-34
summary of ¢« 10-7
T/Re 10-35
connecting to via MOP console carrier » L-1
default password « 10-3
exiting*» 10-7
invoking
with console connection program » 106
with NCP « 10-6
password + 9-4
physical console * 10~2
security features s 10-1
setup procedure+ 10-2 to 10-5
physical console * 10-2
using console connection program+ 10-5
using NCP+ 10-2
using the Network screens+ 10-48 to 10-52
using the Status screens« 1037 to 1047
Console Response and Acknowledge message -
2-18
Control characters for diagnostic commands+* 7-16
CVAX+ 1-3
CVAX RAM* 1-4, 3-2,5-2

D

Data flow description
receive » 3-2 to 3-3
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Deta flow description (cont'd.)

transmits 3-1 to 3-2
Data link counters » 2-24, 5-2, 53, 8-3, 8-22
Datamove
opsration» 3-1, 3-3, 5-4, 7-7
registers « G-1
Data structures
addressing of o 2-3
command ring + 2-8, 31
introduction* 2-3 to 2-11
Port Data Block + 2-5, 5-2, 5-3
receive ring* 2-9
DEBET- B4
DEC LANcontroller 400
See DEMNA
DECnet address « 10—4, D-1
DECOM - B4

Default physical address« 14, 2-20, 5-2, 5-3,

10-3, C-2, E-1
DELNI- B4
DEMNA
as boot device « C-~1
block diagram e 1-2
consale monitor program « 2-24
anvironmental requirements « A-1
Ethernet interface » 1-5
LANCE chip+ 1-5
SlA chips 1-5
firmware « 1-1
how to locate node » 6-2
LEDs. 5-2
logic overviews 1-2 to 1-5
major features » 2-1
microprocessor subsystem+ 1-3 to 14
CVAX+ 1-3
Diagnosti: Register+ 1—4
EEPROM» 14
EPRON ¢« -4
MAC Address (ENET) PROM- 14
System Support Chip+ 1-4
network boot operationg -2
onboard diagnostics » 1-2
power requirements » A—1
register summary » 4-1
shared memory subsysteme 1-4 to 1-5
bus control logic 1-4
DEMRNA timeout logic » 1-4
DMA logic+ 14
SRAM -« 1-4
XMl interface » 1-5
gate array » 1-5
XMl Corner+ 1-5

index-2

DEMNA
XM! interface (cont'd.)

XMI timeout logic « 1-5
DEMNA memory bus+ 1-4, 1-§
DEMNA OK LED - 8-2
DEMPR+ B-4
DEPOSIT command (diagnostic console) « 7-12
DESTA+« B<
Destination address « 2-20, 3-5
Device codes for XMI modules » H-1
Device Registers 4-4, 5-2, 6-2
Device type, in XDEV Register » 5-2
Diagnostic Register « 1-4, G-7
Diagnostic registers

summary « 4-38
Diagnostics« 7-1 to 7-30
commands

DEPOSIT» 7-12

EXAMINE » 7-14

CUIT. 7-1§

START» 7-9

SUMMARY « 7-16

XFC- 7-16

control characters « 7-16
error log reader « 7-23
errors from RBDs+ 7-18
loopback tests for Ethernet 7-4
NI RBD. 7-4
external loopback on closed Ethernet test «
7-8

axternal loopback on live Ethernet test« 7-5

MOP loopback test« 7-5

reporns

Error» 7-18

Status » 7-20

Summary « 7-21

ROM-based~» 6-1, 7-1 to 7-22

how to run from console » 7-8

sali-test+ 61
seli-test RBD » 7-2
software » 7-27 to 7-30

EVDWC - 7-28

EVDYE - 7-28

EVGDB+ 7-27,9-1 to 9-12

XMi RBD - 7-7
XNA RBD - 7-7
DOR Counter» 2-5
OPA
See Default physical address




E

EEPROM» 1-4, 5-2, 5-3
flags + 6-20
DEMNA Monitor Facility Enabled « 8-21
Diagnostic Logging Enabled « 8-21, 8-3
Enable Remote DEMNA Consocle » 8-3
Error Frame Overflow « 8-20
hew to modify « 84
Local DEMNA Console Enabled « 8-21, 9-3
NI RBD Logging Enabled » 8-~-21, 9-3
Promiscuous Mode Enabled « 8-21
Remote Boot Enabled « 8-21
Remote DEMNA Console Enabled » 8-21
Self-test Logging Enabled « 8-21, 8-3
XM RBD Logging Enabled « 8-21, 9-4
XNA RBD Logging Enabled» 8-21, 94
how 10 update firmware « 9-8
EEPROM history area» 8-12
error types e 8-12
history entry « 8-13
history entry header+ 8-18
EEPROM Update Unility
description of sections « 9-2
distribution media for » 8-1
event flags  8-2
how to modify flags and parameters in EEPROM «
8-3

how to update firmware in EEPROM+ 9-3
online mode * 8-2
standalone mode + 9-2
Enable Boot Massagss flag, in PARAM command «
c-3
ENET ROM
See MAC Address (ENET) PROM
Erwironmental requirements « A-1
EPROM -+ 14, 5-1, 5-3, 71
Error biocks
fatal» 5-3
nonfatel - 8-8
Emor logging in EEPROM « 8-11
history entry - 8-13
history entry header « 8-18
Error Reporte 7-18
Errors
fatal, hard, softs 7-16
in diagnostics Summary Report» 7-21
ROM-based diagnostics « 7-18
Ethemet

index

Ethernet {cont'd.)
converting Ethernet address to DECnet address »
D1
cross-company multicast addresses « J-1
defeult physical address *+ 10-3, E~1
how to read « E-1
Digital's multicast addresses « J—1
Digital's physical addresses » J-1
orrors « 8-3
other physical addresses * J-2
protocol types - -1
transceiver » B-13
Ethemet diagnostic + 7-4
Ethemet interface > 1-5
basic functions » 1-2
LANCE chip+ 1-5
SIA chipe 1-5
EVOWC . 7-28
EVDYE- 7-28
EVGDB
See EEPROM Update Utility
EXAMINE command (diagnostic console) » 7-14
EXAMINE console command+ 10~-10 to 10-11
Exchange identification (XID) command and
response « 2-19
External Loopback LED « 6-2

F

Failing Address Extersion Register » 421
Failing Address Register» 4-13
Fatal DEMNA errors» 7-18
Fatal error blocks « 2-5, 224, 5-3, 54, 8-2, 84
firmware update block« 8-4
for other fatal errors « 8-5
layout - 8-4
Fatal port errors
exceptions ¢ B-1
failed access to the command ring of receive ring
that coulkd not be recovered « 8-1
firmware update * 8-1
incorrect number of transmit buffers « 8--1
keop-elive timeouts » 8-1
machine checkg + 8-1
more than one buffer for a port command « 8-1{
node/halt restart in initialized state » 8-1
port command failure » 8-—1
port driver protocol errore 8-1
port initialization failure « 8-1
restarting the port from « 8-28
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Firmware update » 8-2

Flags in EEPROM » 8-20
DEMNA Monitor Facilty Enabled - 8-21
Diagnostic Logging Enabled - 8-21, -3
Enable Promiacuous Mode » -3
Enable Remote Boot 9-3
Enable Remote DEMNA Console» 8-3
Error Frame Overfiow » 8-20
how to modify ¢ 9-3
Local DEMNA Console Enabled - 8-21, 9-3
Ni RBD Logging Enabled - 8-21, 9-3
Promiscuous Mode Enabled « 8-21
Remote Boot Enabled » 8-21
Remote DEMNA Console Enabled « 8-21
Self-test Logging Enabled - 8-21, 9-3
XMl RBD Logging Enabled - 8-21, -4
XNA RBD Logging Enabled - 821, -4

G

Gate array ¢ 1-5
Gate Array Control/Status Register + 3-1

H

H4000 transceiver - B—4, B-13
Hard errors » 7-18
Hardware
installation - B-1
ramoval » B-18
HELP console command+ 10-12 to 10-13
History emtry» 8-13
format for all other errors - 8-15
format for diagnostic errors » 8-13
History entry formats - M-1 to M-6
History entry header» 8-18
Humidity « A-1

{EEE 802 1-1
instaliation B-1 to B-18
in VAX 6000+ B-1 0o B-6
in VAX 9000+ B-6 to B-11
precautions » B-1
verification of DEMNA operation in neiwork «+ B-12

index—4

installation (cont'd.)

verification of hardware installation+ B-—11
interrupts » 8-22

error » 2-16

introduction 2~15

ports 2~16

K

Keep-alive timeout » 8-2

L

LAMA
See Loopback assistant multicast address
LANCE chip* 1-5, 3-1, 3-2, 5-4, 7-5, 7-8
MAC address ROM+ E-1
LEDs - 1-7, 62
DEMNA OK » 5-2, 6-2
External Loopback + -2
Local Area Network Controllsr for Ethernet chip
See LANCE chip
Local node » 104
Leoopiack
ascistant multicast address « 2-20
connector « 1-7, 7-6
messages « 2-18
tests, diagnostics and » 74
Looped Data message - 2-18

MAC Address (ENET) PROM + 1-4, 5-2, 5-3
#Maintenance Operations Protocol « C-1

loopback packets * 7-6

locop requester ¢ 7-5

loop server» 7-5

packet filtering and validation » 2-22
Maximum receive data size » 2-23
Memory Load message « C-1
Microprocessor subsysteme 1-3 to 1-4

CVAX+ 1-3

CVAX RAM +» 1-4, 3-2, 5-2

Diagnostic Register » 14

EEPROM+ 1--4, 5-2, 5-3

EPROM: 1-4, 51, 53, 7-1




Microprocessor subsystem (cont'd.)

MAC Address (ENET) PROM . 1-4
System Support Chipe 14
Module type « 4-4
MoP
See Msintenance Operations Protocol
Mulicast address « 2-20

N

NCP e 10-2
CONNECT command s 10-4
privileges required « 10--J
sefvice circuite 10-3
service password+ 10-3
SET and DEFINE commands » 10-2
SHOW KNOWN CIRCUITS command » 163,
10-5
Network boot operations » 1-2
Network Control Program
Sae NCP
Network maintenance operations« 2-18
Booting - 2-19
loopback messages - 2-18
remote console messages « 2-18
802 Test/XID commands « 2-19
Network screens
interval parameters versus accumulated
parameters ¢ 10-51
Interval screen versus accumulated screen -
10-52
users versus nodes* 10~48
NIRBD- 74
external lcopback on closed Ethernat test« 7-6
external lospback on live Ethernet test« 7-5
MOP loopback test- 7-5
Node haltrestart» 2-5, 5-2, 68-2, 8-28
Neode reset- 8-28
Nonfatal error blocks » 2-24, 8-8
for datamove and peek errorg « 8-8
for interrupt erors « 8-9
tor XBER-reporied errors » 8-10
layout. 8-8
node-private registers ine G-1
Nonfatel port efrors
addvess transiaton s 8-2
buffer transfer « 0-2
datamove end peak operations « 8-2
port command eror+ 8-2

index

P

Pachet tittering
broadcast addrese « 2-20
destinstion address » 2-20, 3-3
MOP, 1oopback, 802 Test/XID- 2-22
multicast addrese « 2-20
promiscudus mode « 2-20
unknown user » 2-22
user designator « 2-21, 3-3
Packet validstion
CRC. 2-22
Frame length inconsistent« 2-22
Frame too long + 2-22
Maximum receive data glze » 2-22
overriding of « 2-22
PARAM command » 54, C-~3
Frame Length Error Accept flag+ 2-23
Patch mechanism for diagnostics « 7-27
PDB
See Port Data Block
Peek
operations 3-1, 3-2, 3-3, 7-7
registers « G2
Pigtail connector « B4, B-13
Pinouts
P1 connector of internal cable for physical console
+ B-16
P1 connector of internal Ethernet cable »+ B-14
P2 connector of internal cablo tor physical console
- B-16, B-17
P2 connector of internal Ethernet cable - B-14
Port
commands, introduction* 2-13 to 2-15
data structures, infroduction+ 2-3 to 2-11
efror response » B-21
DEMNA-internal emrors « B-24
Ethernet orrors » 8-22
hardware errors *+ 8-25
XM errors + 8-26
fatal port error o 54
internal ring release countar * 2-11
packet fitering and validation « 2-20
response to maintenance commands versus port
state » 2-19
restarting port from fatal error - 8-28
shutdown » 5-4
status in internal data structures « 2-24
status in Port Data Block » 2-24
status in registers » 2-23
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Port {cont'd.) Port registars (cont'd.)
support of network maintenance operations+ 2-18 summary « 4-25
Port commands Port state, in XPST Register « 5-2, 54
maintenance Port states
EESINITHISTORY « 2-15 initialized « 2—-16
EESREADEEPROM - 2-15 resefling+ 2-18
EESREADIMAGE - 2-15 transition betwwen+ 2-17
EESREADPARAM » 2-15 uninitiglized» 2-16
EESWRITEEEPROM » 2-15 Port Status Register « 4-29, 5-2, 5-3, 54, 8-2,
EESWRITEIMAGE » 2-15 8-22
EESWRITEPARAM » 2-15 Potential SBUA Countere 2-5
READ$BOOT » 2-15 Power failure shutdown « 5-4
READSERROR - 2-15, 2-24, 5], 84, 8-22 Power requirements « A-1
READSHISTORY « 2-15, 8-11 Power-up/reset sequence * 5-1
READSMONITOR » 2-15 Power-Up Diagnostic Register » 4-39, 5-1, 5-2, 6-3,
READSSNAPSHOT « 2-15, 2-24, 5-3, -3 72
READ$STATUS » 2-15, 2-24, 5-3, 8-3, 8-22 Promiscuous mode « 2-20, 8-21, 8-3
operation Protacol iDs » K-1

PARAM » 2-15, 5~4, C-3
RCCNTR/RDCNTR « 2-15, 5-3, 8-3, 8-22

SYSID . 2-15 Q
UCHANGE » 2-15
USTART » 2-15 . .
USTOP - 2-15 QUIT command (diagnostic console)» 7-15
Port Control Initialization Register + 4-26, 5-2, 5-3,
54, B-28
Port Control Poll Register + 31, 4-27 R

port polling of rings * 2-10
Port Control Shutdown Ragister » 4-28, 5-4

Port Data 1 Register - 5-2 gg(s::: R/ADCNTR commands » 5-3, 8-~3, 822
:::: g:: ;::f:s::; :;23 5;2_22 See Remote console server multicast address
' : READSERROR command - 2-24, 5-3, 84, 8-22
Actual SBUA Counter 2-5
DOR Counter = 2-5 READSHISTORY command » 8-11
tatal error blocks » 2-5 READ$SNAPSHOT command » 2-24, B-3
. READS$STATUS command « 2-24, 5-3, 8~3, 8-22
introduction » 2-5 .
. \ ! Receive Address Filter Databese + 5-4
port writing error information to« 2-5
. Receive buffer » 3~3
Potential SBUA Counter - 2-5 \
bufler chaining* 2-9
use of by the port+ 2-5 Receive data fiow * 3-2 to 3-3
Port Data Registers « 4-32, 5~3, 5-4 o
Port driver Receive ring* 3-3
buffer« 2-7
internal ring release counter+ 2-11
User Buffer Unavailabls Counter« 2-24 ent ,oxc between port and port driver » 2-10
Port error handling- 8-1 to 8-28 9
introduction » 2-9
error typss * 8-1 . 29
Ethernst errors ¢ 8-3 R pfocouhg
fatal - 81 'gd::::ovo- G-1
nonfatal errors - 8-2 Datamove Control/Statug» G2
Port Error Log Area - 5-3, 8-2
Port registers Datamove Next Page Address* G-2
introduction » 2-11 Datamove Port Address «+ G-1

Datamove XMIi Address « G=2
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Registars (cont'd.)
diagnostic
Diagnostic Register - G-7
Power-Up Diagnostic e 5-1, 5-2, 6-3, 7-2
gate aray © G-4
Gate Array Control/Status » 3-1, G-5
Gate Array Host Interrupt» G-6
Gate Array IDENT Vector + G-6
Gate Arvay Timer» G-6
node-ptivate registers in nontatal error blocks «
G-1
peak s G-2
Poek Data A G=3
Peok Data B G4
Peek XMI High Address - G-3
Peak XMl Low Address + G-3
port
introduction « 2-11
Port Control initialization » 4-28, 52, 5-3,
54, 8-28
Port Control Poll e 3-1, 427
Port Control Shutdown » 4-28, 54
Port Data+ 3-2, 4-32, 5-2, 53, 54
Port Statug » 4-29, 5-2, 5-3, 54, 8-2, 822
(]
Bus Error ¢ 4-6, 53, 7-2
Communications « 4-16, 8-11
Dovice » 44, 5-2
Failing Address Extension Register » 4-21
Failing Address Register » 413
FRelease Console message » 2-18
Remote console messages
Boot- 2-18
Console Command and Poli- 2-18
Console Response and Acknowledge - 2-18
Release Console « 2-18
Request D+ 2-18
Reserve Console» 2—-18
System ID - 2-18
Bemote console server multicast address » 2-20
Remote nede* 10-3
Removal of DEMNA - B-18
Request (D messags * 2-18
Request Memory Load message - C—-1
Reguest Program message ¢ C-1
Reserve Console message » 2-18
Revision lovels
firmware « 5-2
hardware « 5-2
Ring release funclion s 2-11
Rings
bufiers » 2-7

index

Aings (cont'd.)
entries» 2-10
port polling of « 2-10
processing « 2-9
ring release function 2-11
ROM-based diagnostics » 8-1, 7-1 to 7-22
console commeandas 7-8 o 7-16
cortrol charecterg 7-16 to 7-17
error descriptions « F-1 to F-24
errof log reeder « 7-23
how to run from console * 7-8
NIRBD- 7-4

external loopback on ciosed Ethernet test -
7-8

external loopback on live Ethernet Test+ 7-5
MOP loopback Tests 7-5

patch mechanism « 7-27

self-test RBD » 7-2

test status and error reportings 7-18 to 7-22

troubleshooting with» 7-24 to 7-26

XMI RBD» 7-7

XNA RBD « 7-7

S

SBUA
See System buffer unavailable
Self-test+ 5-2, 6-1 to 6-5
how to run e+ 6~1
LEDs- 6-2
results° 6-2 to 6-4
in LEDs+ 6-2
in Power-Up Diagnostic Register « 6-3
interprating « 64
running as an RBD+ F-1, 7-2
tested components * 6-4
troubleshooting » B-12
untested components and functions « 64, 6-6
Service circuits 10-3
Service password = 10--3
Shared memory subsystem+ 1-4 to 1-5
bus control logic* 1—4
DEMNA timeout logice 1-4
DMA logic+ 1-4
SRAM* 14
SHOW CONFIGURATION command » 6-2
SHOW console command« 10-14 to 10-34
SHOW HISTORY console command « 8-11
SHOW KNOWN LINE COUNTERS command (NCP
command) « 8-3
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SIA chip = 1-5, 3-1, 3-2
Soft errors © 7-18
Software diagnostics * 7-27 to 7-30
sSC
See System Support Chip
START command (diagnostic console) « 7-8
Status information
internal date structures = 2--24
Port Datz Block e 2-24
registers » 2-23
User Buffer Ung-eile!
Status Regorte 7-20
Siatur ¢ "eens
¢~m gensit, counters 10-45
DERANA resource counters » 10-47
Etharmat error counters « 10-38
fitering/validation error courtters « 10-39
tirmware debug counters - 1044
lack-of-resource counters - 10-40
LANCE counters - 10-43
time/user fisids - 17 42
STC bit, in XPUD Register 63
SUMMARY command (diagnostic console)« 7-16
Summary Reporte 7-21
Switches for START command « 7-9
Systern bufier unavailgble - 8-3
System 1D message * 2-19
System Suppont Chipe 14

-

T/R console command = 10-35
Tompaerature » A-1
Test command message * 2-19
Trace mods, in diagnoatics » 7-11
Transmit buffer

bufier chaining - 2-8
Tranamit buffer segments « 3-1
Tranamit data flow» 3~1 to 32
Troubleshooting

salf-test and « B-12

with ROM-based Diagnostica» 7-24 ¢ 7-26

Countere 2-24

UBUA Counter

See User Buffer Unavailable Counter
Urknown user» 2-22

index-8

802 user
Class-1+ 2-19
Class-2+ 2-19
User Buffer Unavailable Counter. 2-24, 8~3
User designator « 2-21, 3-3
USTART command
Bad flag » 2-23

\

VAX/DS
See VAX Diagnostic Supervisor
VAX Diagnostic Supervisor « 8-2
Verification of DEMNA operation in network « B-12
Verification of hardwere instellation « B-11

X

XBER
See Bus Error Register
XCCMM
See Communications Register
XDEV
Ses Device Register
XFADR
See Failing Acdress Register
XFAER
See Failing Address Extension Register
XFC command (diagnostic console) » 7-16
XMIACLO L+ 5-1,5-4, 72
XMIBAD L= 5-2, 72
XMl bus+ 1-1
XMl card cage « B-4
XMl Comer« 1-5
XMIDCLOL. 5-1,7-2
XMl interface  1-5
gate array* 1-5
XM} Comer« 1-5
Xi timeout logic * 1~5
XMI RBD » 7-7
XMI RESET L - 5-1, C-~3
XMl timeout logic « 1-56
XNA RBD - 7-7
XPCI
See Port Control Initialization Register
XPCP
See Port Control Pol! Register
XPCS




XPCS (cont'd)
See Port Control Shutdown Register
XPD
Ses Port Data Registers
XPST
See Port Status Register
XPUD
Seo Power-Up Diagnostic Register
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