












































































































































































































11.10. DISTRIBUTED QUEUEING 95 

on the system where the info base resides. The server provides access to the infobase files, 
making the infobase available for perusal either by general users, or by specified groups as 
determined by parameters specified on the server system. 

The page information itself can be stored in a variety of display protocols, such as 
ReGIS™, ASCII, NAPLPS, and PRESTEL, giving VTX a considerable amount of flexi­
bility. VAX VALU™, the VTX sister product, provides limited data input and collection 
via the use of form pages. 

11.10 Distributed Queueing 

The Vax Distributed Queuing Service (DQS) extends the VMS queue system and increases 
the availablity of printing services in a distributed environment. DQS allows files to be 
printed on remote VMS systems which have printing devices attached. DQS also supports 
the examination and manipulation of print jobs. 

DQS can be configured to operate as both a client and a server or as a client only. Any 
system where a print request originates is called a client. Any system with the attached 
printer that performs the printing is called a server. Client or server systems may be added 
in the network at any time without disrupting current operations. 

11.11 Remote System Management 

The Remote System Manager is used within a DECnet network to aid in the management 
of VMS and ULTRIX systems. Services provided by RSM include: 

• File system backup and restore 

• Software distribution and installation 

RSM operates using a client/server model. The server is a VMS system which contains 
the backup schedule and software libraries. A manager, located on the server, schedules 
backups and software distribution operations for one or more client systems. 

RSM uses a DNA application protocol to send commands to an agent located on each 
VMS or ULTRIX system being managed. Upon receiving instructions from the server, the 
client's agent may perform a backup using the local backup utility, or install an application. 

RSM also uses the DNA MOP protocol (see Section 10.2.3), combined with special RSM 
applications, to load either the VMS or ULTRIX operating system onto a client system 
over a local area network. 

RSM stores information about RSM clients and servers using the Naming Service, which 
provides RSM with a network-wide namespace (see Chapter 8). 
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Chapter 12 

OSI Upper Layers and 
Applications 

As the DNA Transport layer and below contain protocols which are standardized as part 
of OSI, OSI applications can be built which interwork with other open systems. 

In DNA Phase V, OSI upper layer components coexist with existing DNA higher layer 
components as a distinct set of layers and share access to the Transport layer with the 
DNA Session Control layer (see Figure 1.3). OSI upper layers provide communication for 
OSI applications. OSI upper layers are not integrated into DNA Phase V as the standards 
describing them are not yet complete. 

The components of the upper layers of OSI fall into two categories: those which are gen­
eral building blocks from which complex OSI applications can be built, and those which are 
less general or provide the communications facilities to fulfill specific information process­
ing requirements. Section 12.1 discusses the former components and Section 12.2 discusses 
the latter. 

12.1 General OS1 Upper Layer Components 

Together, the upper layers of OSI provide the communications services for OSI applications 
partaking in distributed information processing activities. The services of a given layer are 
made visible by pass through services to the next higher layer, and so on up through the 
layers. Each layer also contributes services pertaining to its layer functions. The totality 
of services passed through from the OSI Session and Presentation layers, together with 
specific services provided in the Application layer are provided to OSI applications. The 
OSI upper layers contribute the following general purpose functions: 

Session layer. The facilities of the OSI Session layer build on the reliable end to end com­
munication facilities provided by the DNA Transport layer. They provide a means by 
which communicating OSI applications can control access to certain services, allow 
synchronization and resynchronization to specific points in the communication, and 
allow the division of the communication into a number of logical pieces of work. 

97 



98 CHAPTER 12. 051 UPPER LA YERS AIVD APPLICATIO.rVS· 

D\"A applications~ which require facililie~ ~iIIlilal to those provided by the OS1 Scs 
sion layer, meet their requirements in an application specific way. 

Presentation layer. The facilities of the OS1 Presentation layer build on and pass through 
the services provided by the OS1 Session layer and provide, in addition, a means by 
which OS1 applications can agree on representations for data while in transit be­
tween communicating partners. Subsequently, the Presentation layer causes the data 
transferred to be in the agreed representations. This provides OS1 applications with 
a means to transfer information without loss of the application semantics. 

These facilities are required in order to support the interworking of applications in 
heterogeneous networks where the local representation of data may differ between 
each open system. DNA applications do not require these facilities as they only 
operate in homogeneous networks. 

Application layer. The facilities of the Application layer are subdivided into a number of 
application service elements (AS E) , each of which provided a specific set of functions 
in a reusable way. Some ASEs form the components of specific applications and are 
described in Section 12.2. General purpose ASEs are described below: 

Association Control Service Element. Association control services are provided 
by the Association Control Service Element (ACSE). These allow OSI users to 
establish an application association between them for the purpose of exchanging 
information. When information exchange is complete, ACSE provides services 
to destroy these associations. 

12.2 OSI Applications 

Several OSI applications are currently under development as part of the OSI set of stan­
dards. These standards define the information processing tasks required and the application 
service elements necessary to fulfill the communications related requirements. 

The following specific applications are of interest as they provide similar functions to 
those provided by DNA applications: 

File Transfer, Access and Management Services. FTAM is a four part International 
Standard which provides the following services: 

• transfer of an entire file; 

• read, write or modify of existing components (that is, records) of a file; 

• file management - creation of files, deletion of files and reading and modification 
of file attributes. 

When information is transferred between open systems, FTAM preserves the seman­
tics and structure of the file data being exchanged. 
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Virtual Terminal Services. VT consists of a service definition and a protocol specifica­
tion which provides services that are similar to those provided by the DNA Network 
Virtual Terminal (NVT) service but in a heterogeneous environment. Specifically, it 
supports the interactive transfer and manipulation of structured data in a manner 
which models character cell terminals. 
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Glossary 

access control The management of rights to use resources. 

address prefix Any leading portion of an NSAP address. 

address resolution The Session Control function which maps from a Naming Service 
object name to the identifiers of protocols and corresponding addresses which are mutu­
ally supported by the local system and the remote system(s) on which the named object 
resides. 

address selection The Session Control function which provides transparent selection of 
protocols and addresses for Transport Connection establishment based upon the desti­
nation object name. 

addressing authority The authority responsible for the unique assignment of Network 
layer addresses within an addressing domain. 

addressing domain A level in the hierarchy of Network layer addresses. Every NSAP 
address is part of an addressing domain that is administered directly by one and only 
one addressing authority. If that addressing domain is part of a hierarchically higher 
addressing domain (which must wholly contain it), the authority for the lower domain 
is authorized by the authority for the higher domain to assign NSAP addresses from the 
lower domain. 

administrative domain A collection of End Systems, Intermediate Systems and Sub­
networks operated by a single organization or administrative authority. It may be sub­
divided into a number of routing domains. 

AFI See Authority and Format Indicator. 

agent That part of an entity which provides the interface to network management. 

area The group of systems which constitute a single Levell routing subdomain. 

area address The concatenation of the lOP and LOC-AREA fields of an NSAP address. 
A system may have more than one area address, but the systems making up an area 
must have at least one area address in common with each of their neighbors. 

101 



102 GLOSSARY 

asynchronous link A communications link using asynchronous transmission, in which 
each transmitted character is framed with start and stop bits. The time interval between 
characters may be of unequal length. 

Authority and Format Indicator The part of an NSAP address which indicates the 
addressing authority responsible for the assignment of the IDP and its format. It also 
indicates the format (binary or decimal) of the DSP. 

balanced mode An HDLC operational mode used in DNA over full duplex links. 

bridge A Data Link relay for interconnecting LANs, used to increase the maximum 
number of stations, maximum distance, and total available bandwidth. 

broadcast subnetwork A multiaccess subnetwork that supports the capability of ad­
dressing a group of attached systems with a single message. 

call reference A unique value used locally to identify a Modem Connect or X.21 call. 

call sharing A form of switched line sharing in which many clients have access to the 
same call on that line. 

carrier sense On CSMA/CD LANs, each station waits before transmitting for the car­
rier indication from the Physical layer to go off, indicating that no other station is in 
the process of transmitting. 

CCITT The International Telegraph and Telephone Consultative Committee, the tech­
nical committee of the International Telecommunications Union (ITU), responsible for 
the development of recommendations regarding telecommunications, including data com­
munications. 

centralized management A form of network management where management is per­
formed from a single point in the network. 

checksum A value transmitted with a message which is computed from the content of 
the message itself. This value is recomputed by the receiver of the message to detect 
whether the message was corrupted during transmission. 

child directory entry An entry in the Naming Service which points to a child directory 
of some directory in the namespace. 

circuit switching A telecommunications technique involving the dynamic establishment 
of a physical connection prior to information exchange, and release of the connection 
following the exchange. 

clearinghouse A collection of directory replicas stored together in one location. 

client The user of the service provided by a module or layer in the architecture. 

CLNS See Connectionless-mode Network Service. 
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CMIP See Common Management Information Protocol. 

collision An attempt by two stations on a CSMA/CD LAN to transmit at the same 
time. The stations will detect the collision and retry the transmission. 

Common Management Information Protocol A management protocol which en­
compasses the MICE and MEN protocols. 

communications link The physical medium connecting two systems. 

concatenation The process of assembling multiple nPDUs into a single (n - l)SDU for 
transmission. 

congestion Congestion occurs when a network, or part of a network, is overloaded and 
has insufficient communication resources for the volume of traffic. 

congestion avoidance A mechanism used to adjust the load on the network to prevent 
congestion. 

connection control The Session Control function concerned with the system-dependent 
functions related to creating, maintaining, and destroying Transport Connections. 

Connection-mode Network Service A network service which operates according to 
a connection oriented model. Before data can be exchanged, a connection must first be 
established. 

Connectionless-mode Network Service A network service which operates according 
to a datagram model. Each message is routed and delivered to its destination indepen­
dently of any other. The Network Layer of DNA provides this type of service. 

CONS See Connection-mode Network Service. 

control station In DDCMP multipoint configurations, the station responsible for data 
link control. 

cost A metric used by the routing algorithm. Each link is assigned a cost, and the routing 
algorithm selects paths with minimum cost. 

credit A flow control mechanism whereby the receiver of data tells the transmitter how 
many messages it is prepared to receive at a given point. 

credit window When operating a credit based flow control mechanism, the credit win­
dow identifies the range of message numbers which the receiver is prepared to receive at 
a given point. 

CSMA/ CD Carrier Sense Multiple Access with Collision Detection, the channel access 
method used by Ethernet and ISO 8802-3 LANs. 
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cyclic redundancy check (CRC) An error detectlOn mechanism which involves poly­
nomial division of the data to be transmitted. The coefficients of the remainder are 
transmitted along with the data: for checking by the receiver. 

DA See Dynalnic Assignment. 

DAP See data access protocol. 

data access protocol A D:\A proprietary application protocol for accessing and trans­
ferring files across a DNA network. 

data circuit equipment The equipment that provides the functions required to estab­
lish: maintain and terminate a connection between DTEs using a physical circuit or a 
virtual circuit. 

data link connection The Data Link layer communications path between two directly 
connected systems. 

Data Link layer The layer of DN A which provides a communications path between two 
directly-connected systems in a network. 

data link protocol The coding rules and communication procedures which allow the 
data link service to be provided. 

data terminal equipment The equipment, typically a computer system or terminal, 
comprising a data source and sink connected to common carrier communication facilities. 

datagram A frame that is processed by the network independent of any other frames. 
Datagrams may fail to be delivered without notice. 

DCE See data circuit equipment. 

DCM See Dynamic Connection Management. 

DED See Dynamically Established Data Link. 

Digital Data Communications Message Protocol (DDCMP) A Data Link layer 
protocol used in DNA. 

directive A management request sent by a director to an entity. 

director The management software used by a network manager. 

directory A container in the Naming Service which stores a set of names. 

distributed management A form of management where network managers and direc­
tors are dispersed across many systems. 

distributed system management model The framework within which DNA network 
management is designed. 



GLOSSARY 105 

Domain Specific Part The part of an NSAP address assigned by the addressing au­
thority identified by the IDP. 

DPDU Data Link Protocol Data Unit. 

DSAP Destination Service Access Point, the one byte field in an LLC frame on a LAN 
that identifies the receiving Data Link client protocol. 

DSP See Domain Specific Part. 

DTE See data terminal equipment. 

Dynamic Assignment The use of a Dynamically Established Data Link by the Net­
work layer, in such a way that a connection is only made when data is required to be 
transferred, and the subnetwork address to which the connection is made is determined 
by the destination NSAP address. 

Dynamic Connection Management The use of a Dynamically Established Data Link 
by the Network layer, in such a way that a connection is only made when data is required 
to be transferred. 

Dynamically Established Data Link A connection oriented subnetwork used by the 
Network layer. 

end system A system which transmits and receives NPDUs from other systems, but 
which does not relay NPDUs between other systems. 

entity A network component that can be managed using network management. 

entity attribute A piece of management information maintained by an entity. DNA 
defines Identification, Characteristic, Status and Counter attributes. 

entity hierarchy The logical structure of Inanageable components in a system. 

entity instance An occurrence of an entity. 

entity name The name of an entity consisting of a global name part and a local name 
part. 

Ethernet A CSMA/CD LAN similar to the one defined by ISO 8802-3. 

EVD See event dispatcher. 

event An occurrence of a normal or abnormal condition detected by an entity and of 
interest to network management. 

event dispatcher The intermediary between event sources and event sinks. 

event sink An entity which is a consumer of event reports. 

event source An entity that detects events and generates event reports. 
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exLerlueu sequellce Ilurrlberirlg An option in HDLe \\~nlCn permIts sequence numbers 

up to 1:27 to be used rather than up to seven. 

flooding, network layer A means of propagating a message throughout a network. 

The message is transmitted to each neighboring system except the one from which it 
was received. This forms the basis of the mechanism by which Link State PDCs are 
propagated by the:\" etwork layer. 

flow control A protocol mechanism used during data transfer to match the relative 
speeds of transmitter and receiver. 

frame A Data Link Protocol Data Unit: a block of data supplied by the Data Link user 
together with the Data Link envelope. 

frame level Level 2 of the CCITT X.25 Recommendation which defines the link access 
procedure for reliable data exchange over a link between a DTE and a DCE. 

full-duplex A mode of operation which permits transmission in both directions simul­
taneously. 

gateway access protocol The protocol used between a host DNA system and a DNA 
system that is a DTE on a PSDN, to provide the X.25 gateway access facility to a user 
on the host. 

general topology subnetwork A non-broadcast subnetwork. 

global name That part of the entity name which identifies the node in the network. 

global network addressing domain The addressing domain consisting of all NSAP 
addresses in the OSI environment. 

half-duplex A mode of operation which permits transmission in both directions alter­
nately, but not simultaneously. 

HDLC High-level Data Link Control. An ISO standard Data Link layer protocol. 

header The first part of a protocol message, containing protocol control information to 
coordinate the operation of the communicating protocol modules. 

IDI See Initial Domain Identifier. 

IDP See Initial Domain Part. 

Initial Domain Identifier The part of an NSAP address which identifies the authority 
responsible for the assignment of the DSP. 

Initial Domain Part The part of an NSAP address assigned by the first level addressing 
authority. 

intermediate system A system which relays NPDUs between other systems. 
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LAN Local Area Network, a communication facility that provides high speed communi­
cations in a moderate size geographical area. 

layer A grouping of related communications functions which provide a well-defined ser­
vice to a client, independently of the protocols and other means used to provide it. 

level 1 router A router which performs routing within a single area. Messages for des­
tinations in other areas are routed to the nearest Level 2 router. 

level 2 router A router which acts as a Level 1 router within its own area, but III 

addition routes messages between areas. 

line A physical path which provides direct communication among some number of sta­
tions. 

line sharing A form of X.21 switched line sharing in which many clients have access to 
a line, but only one client has access to any single call. 

link state PDU A PDU used by the routing algorithm to exchange information about 
each system's neighbors. 

local name That part of the entity name which identifies an entity within a node. 

logical channel An association between a DTE and a DCE for a given virtual circuit. 

LSP See link state PDU. 

Maintenance Mode In DDCMP, the mode of operation used by MOP. 

Maintenance Operations Protocol A management protocol used for low-level com­
munication with a system which is not fully operational or which is being tested. 

management event notification protocol An Application layer management proto­
col used in DNA Phase V for communication between an event dispatcher and an event 
sink. 

Management Information Control and Exchange protocol An Application layer 
management protocol used in DNA Phase V. 

management model See distributed system management model. 

management protocol The management protocol used between a director and an en­
tity. 

MEN protocol See Management Event Notification protocol. 

MICE protocol See Management Information Control and Exchange protocol. 

Modem Connect The name used in DNA for that class of communications links gov­
erned by industry standards for modem connection. 
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module An architectural component of a system whIch impiements a particuiar protocol. 
and provides the corresponding service: within the system. 

module entity The entity in the management hierarchy corresponding to a module. A 
module entity is a child of the node entity. 

MOP See Maintenance Operations Protocol. 

multicast Transmission of a single frame to multiple destination stations. 

multiplexing The operation of multiple layer n connections over a single layer n - 1 
connection. For example, the operation of multiple Transport Connections over a single 
Network Connection. 

multipoint link A communications link connecting more than two stations, where one 
station is responsible for data link control. Also known as multidrop. 

nalneserver A system with at least one active clearinghouse. 

namespace A tree of directories, starting at a root directory. 

NCL See Network Control Language. 

neighbor A system reachable by traversal of a single subnetwork. 

network A collection of systems interconnected by lines. 

Network Control Language The command line interface to directors. 

network management Functions which permit the operation of a network to be con­
trolled and monitored. 

network manager A person using network management. 

Network Service Access Point An addressable point at which the Network Service is 
made available. 

Network Services Protocol A protocol operating in the DNA Transport layer. 

nickname A locally assigned name used to refer to a global name. 

node entity The top-level entity in the management hierarchy of a system. 

normal rHode An HDLC operational mode used in DNA over half duplex links. 

NPDU A Network layer Protocol Data enit. 

NSAP See Network Service Access Point. 

NSAP address The address of a Network Service Access Point. 
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NSAP selector The last byte of an NSAP address, which selects a particular NSAP, 
and hence a Network layer user, within a system identified by the preceding fields of the 
address. 

NSP See Network Services Protocol. 

null modem A simple form of modem connection where only the data interchange cir­
cuits, and not the modem control circuits, are used. 

object entry A Naming Service entry which contains the attributes of a network object. 

operational mode In HDLC, the particular operational state or protocol being used. 

packet level Level 3 of the CCITT X.25 Recommendation which defines the packet 
format and control procedures for the exchange of packets over a PSDN. 

PCI See protocol control information. 

PDU See protocol data unit. 

permanent virtual circuit A virtual circuit that is a permanent association between 
two DTEs. 

physical connection The Physical layer communications path between two systems. 

Physical layer The layer of DNA which is concerned with the transmission and recep­
tion of data on the transmission medium. 

point-to-point link A communications link connecting two stations. 

preamble A bit pattern used by the Physical layer to synchronize to bit boundaries, 
transmitted at the start of each frame. 

primitive name A name that denotes a single, unique object. 

protocol control information Information sent between communicating protocol 
modules to coordinate their operation, as distinct from user data. 

protocol data unit A message sent from one protocol module to its partner, containing 
protocol control information and (often) user data. 

protocol ID A five byte field in the header of a SNAP frame on a LAN, used to identify 
the Data Link client at the receiving system that is to receive this frame. 

protocol identifier A character string name for a protocol. 

protocol sequence An ordered list of Protocol Identifiers. 

protocol type A two byte field in the header of an Ethernet frame, used to identify the 
Data Link client at the receiving system that is to receive this frame. 
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public data network A data network administered by a publIc service provider. 

PVC See permanent virtual circuit. 

read-only replica A Replica which responds only to lookup requests. 

reassembly The process of reconstructing a complete user data message from the re­
cei v ed se gmen ts. 

reassignment When operating over the CONS, the process of transferring a Transport 
Connection to use a new Network Connection when the original has failed for some 
reason. 

redirect NPDU An NPDD issued by a router when it forwards a data NPDU onto 
the same subnetwork from which it was received. It includes the subnetwork address to 
which the NPDU was forwarded. This indicates to the sender of the original data NPDU 
that it can send subsequent NPDUs destined for the same NSAP address directly to the 
indicated subnetwork address. 

replica A copy of a directory stored in a particular clearinghouse. 

retransmission The procedure of transmitting a message for a second or subsequent 
time. Performed when it is assumed that the previous copy of the message was not 
successfully delivered. 

root directory The top level directory which establishes the root of a namespace. 

round-trip delay When operating a protocol using positive acknowledgments, this term 
is used to describe the total time taken for a message to be transmitted, arrive at its 
destination, its corresponding acknowledgment to be sent and subsequently received by 
the sender of the original message. 

router See intermediate system. 

routing domain A collection of End Systems, Intermediate Systems and Subnetworks 
which operate according to the same routing procedures and which is wholly contained 
within a single Administrative Domain. 

SDU See service data unit. 

segmentation The process of breaking a large user data message into multiple, smaller, 
messages for transmission. 

sequence number A field carried in a PDU which indicates the sequential ordering of 
successive PDUs. 

service A set of functions provided by a layer to its client. 

service data unit A distinct unit of data passed by a client of a service, for transmission 
to the remote client; a message. 
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service element That part of an entity which performs the primary functions of the 
entity. 

Session Control The DNA module providing functions for system-dependent process­
to-process communication, name to address mapping, and protocol selection. 

SNAP Subnetwork Access Protocol, a form of LLC frame used on LANs where multi­
plexing is done using a five byte Protocol ID field. This allows higher layer protocols 
that are not national or international standards to be addressed. 

SNDCF See Subnetwork Dependent Convergence Function. 

soft link An alternate name for an object or directory in a namespace. Soft Links allow 
users to view names as forming an acyclic directed graph rather than a pure tree. 

spanning tree As used in this document, a logical topology used for Bridge forwarding 
in an Extended LAN; it includes all Bridges in the Extended LAN but has no loops. 

SSAP Source Service Access Point, the one byte field in an LLC frame on a LAN that 
identifies the sending Data Link client protocol. 

static routing The use of manually entered routing information to determine routes. 
This is used for routing between routing domains where it is not possible, or not desirable, 
to exchange the routing information necessary for the dynamic determining of routes. 

station A termination on a communications link comprising Physical and Data Link 
layer entities. 

subaddress An additional piece of addressing information for use by a DTE, beyond 
that needed to identify a particular subscriber line or group of lines. 

sub channel A logical communications path within an NSP Transport Connection that 
handles a defined category of NSP data messages. 

subnetwork A collection of equipment and physical media which forms an autonomous 
whole and which can be used to interconnect systems for the purposes of communication. 
For example, an X.25 packet switched network, an HDLC datalink, or an ISO 8802-3 
LAN. 

Subnetwork Dependent Convergence Function The set of functions required to 
enhance the service provided by a particular subnetwork to that assumed by the 
Connectionless-mode Network Protocol (ISO 8473). 

subscriber line The physical line between a DCE and the local exchange in a public 
data network. 

switched virtual circuit A temporary association between two DTEs. 
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synchronous link A communications iink using synchronous transmISSIOn: in which 
transmission of a block of data is preceded by a special synchronization sequence. Data 
is transmitted at a fixed rate with the transmitter and receiver synchronized. 

system An implementation of a computer that supports the ~etwork Layer, the Trans­
port Layer: and the Session Control Layer. Each system has a unique Network layer 
address. 

tenlplate A named collection of module-specific parameters which can be referenced by 
a client of the module without knowing their individual significance. 

Thin Wire A system which uses a type of (thin) coaxial cable for use in Ethernet, pri­
marily for use in office area wiring. 

topology The logical arrangement 01' a set of interconnected systems, irrespective of their 
physical locations. 

tower A Protocol Sequence along with associated address and protocol-specific informa­
tion. 

TPDU A Transport layer Protocol Data Unit. 

Transport Connection A virtual connection at the Transport layer between two Trans­
port service users. 

Transport layer A DNA layer which provides a reliable end-to-end data transfer service 
between communicating systems. It operates using the service provided by the Network 
layer. 

Transport service user A user of the service provided by the DNA Transport layer. 
For example, DNA Session Control. 

tributary station A non-control station in DDCMP multipoint configurations. 

VI frame An unnumbered information frame in HDLC, used to carry data which is not 
subject to flow control or error recovery. 

Videotex A computer based electronic retrieval system which uses a hierarchical ar­
rangement of information. 

X.21 A Recommendation of CCITT defining access to circuit switched public data net­
works. 

X.25 gateway access The facility that allows a user in any DNA system to access X.25 
packet level services. 

XID frame A frame In HDLC used to exchange operational parameters between the 
participating stations. 



Index 

113 



Index 

3270, 92 

access control, 58 
ACK 

DDCMP,24 
ACSE,98 
address 

area, 40-41, 44 
autoconfiguration, 41, 44 
DDCMP,23 
individual, 31 
LAN, 30, 31 
learning, 35 
multicast, 30-31 
NSAP, 37, 39,40-45 

address resolution, 59 
address selection, 61 
addressing 

authority, 39 
domain, 39 
network layer, 39 

administrative domain, 38 
AFI, 39 
agent, 82 
area, 38, 40 

address, 40, 41, 44 
attribute, 63, 65, 83 

class, 65 
class specific, 65 
global, 65 
RingPointer, 68 
set, 65 
single valued, 65 

attribute set, 65 
auto answer 

modem connect, 17 
auto call 

modem connect, 17 

balanced mode 
HDLC,26 

114 

bridge, 30, 33 
forwarding, 35 
learning, 35 
management, 35 
spanning tree, 34 

broadcast subnetwork, 41 

call control service 
modem connect, 17 
X.21, 19 

call references 
modem connect, 17 
X.21, 19 

call sharing 
modem connect, 18 
X.21, 19 

carrier sense, 30 
centralized management, 81 
characteristic attribute, 83 
checksum 

Transport layer, 48, 50 
child directory entry, 63 
circuit database 

DDCMP,25 
class attribute, 65 
class name, 84 
class specific attribute, 65 
clearinghouse, 66 
clerk, 60, 69 
clerk-server protocol, 69 
CLNS, 7, 37, 47 
CMIP, 11-12, 84 
collision, 30 

detection, 30 
Common Management Information Protocol, 

11-12, 84 
conc at enation 

Transport layer, 48 
conferencing, 93 
congestion avoidance, 7, 43, 47, 51, 53 
connection control, 56 



INDEX 

connection establishment 
Transport layer, 47, 50, 52 

connection oriented subnetwork, 41 
connection-mode network service, 7, 12, 37, 

47 
connectionless-mode network service, 7, 37, 

47 
CONS, 7, 12,37,47, 74 
control station 

DDCMP, 23-24 
cost 

routing, 37, 44 
counter attribute, 83 
CRC 

DDCMP, 23-24 
HDLC,26 
LAN, 32 

CSMA/CD, 29 
cyclic redundancy check 

DDCMP, 23-24 
HDLC,26 
LAN, 32 

DAP, 87 
data access protocol, 87 
Data Link layer, 7, 9, 11, 21 

Maintenance Operations Protocol, 85 
MOP, 85 

data transfer 
Transport layer, 47, 50 

data transfer facility, 92 
data transfer service 

modem connect, 17 
X.21, 19 

DCE, 73 
DDCMP, 7, 13, 23,41 

ACK, 24 
implied in N AK, 25 

address, 23 
circuit database, 25 
control station, 23-24 
CRC, 23-24 
cyclic redundancy check, 23-24 
error detection, 23-24 
error recovery, 23 
framing, 23 
half-duplex, 23-24 
initializ ation, 25 
line database, 25 
link entity, 25 

link management, 23 
maintenance mode, 25 
message exchange, 24 
multipoint, 23 
NAK, 24 
negative acknowledgment, 24 
network management, 23, 25 
phase IV, 25 
piggybacking, 25 
pipelining, 24 
point-to-point, 23-24 
positive acknowledgment, 24 
REP, 24 
reply to message number, 24 
retransmission, 24 
selection flag, 23, 24 
station entity, 25 
synchronization, 23 
time-out, 24 
tributary address, 23 
tributary station, 23-24 

deci',ion process, 44 
DECMail-11, 89 
DEI), 41 

DA,42 
DCM, 41 
static, 41 

dialup, 6 
diredive, 83, 84, 86 
diredor, 11, 82, 83, 86 
dire,:tory, 10, 63, 64 

child, 63 
replication, 10 
root, 63, 64 

dire.:tory maintenance protocol, 71 
disconnection 

Transport layer, 52-53 
distributed management, 81 

115 

distributed system management model, 81 
domain 

addressing, 39 
administrative, 38 
routing, 37, 38, 42 

down-line load, 11, 85 
DSAP,32 
DSF', 39, 40 

structure, 40 
DTS, 73 
DTF, 92 
dynamic assignment, 42 



llf) 

dynamic connection managemen t~ 41 
dynamically esta blished data link, 41 

E.163, 40 
E.164, 40 
Emulator 

3270, 92 
end system, 39, 41, 43-44 
entity, .), 82, 83 
entity hierarchy, 83, 84 
entity instance, 84 
en tity name, 84 
entity naming, 83 
entry 

child directory, 63 
object, 63 
soft link, 63 

error detection 
DDCMP, 23-24 
HDLC,26 
Transport layer, 48 

error recovery 
DDCMP,23 
Transport layer, 48 

ES- IS protocol, 12, 44 
Ethernet, 7, 12-13,29-30,33, 36 

frame format, 33, 36 
with padding, 33 

EVD, 85 
event, 83, 85 
event dispatcher, 85 
event filter, 85 
event logger protocol, 11 
event logging, 85 
event sink, 85 
event source, 85 
event stream, 85 
expedited data 

Transport layer, 51, 52-53 
extended LAN, 33 

topology, 34 
external name, 64 

file access, 87 
file tr ansfer, 87 
flooding, 45 

bridge, 35 
flow control 

Transport layer, 47, 50, 52 
forwarding process 

bridge, 35 
network layer, 45 

frame format 
Ethernet, 33, 36 

with padding, 33 
ISO 8802-3, 31, 36 
Subnetwork Access Protocol, 32 

framing 
DDCMP, 23 

FTAM,98 
full name, 64 

GAP, 77 
gateway 

SNA, 90 
X.25, 77 

general topology subnetwork, 41 
global attributes, 65 
global name 

network management, 84 
group, 66 
group address, 30 

half-duplex 
DDCMP, 23-24 
HDLC,26 

HDLC, 7, 12-13, 26,41 
16-bit CRC, 26 
32-bit CRC, 26 
balanced mode, 26 
error detection, 26 

INDEX 

extended sequence numbering, 26 
features, 26 
functional description, 26 
maintenance operations, 27 
normal mode, 26 
operational modes, 26 
UI frame, 27 
XID frame, 27 

header, 4 
hierarchical routing, 38 

ID,41 
identification attribute, 83 
IDI, 39 
IDP, 39 
IEEE 802.2, 31 
IEEE 802.3, 30 
individual address, 31 
infobase, 94 



INDEX 

instance name, 84 
inter-domain routing, 42 
intermediate system, 39 
internal name, 64 
international standards, 15, 17, 82 

CCITT X.21, 15, 18 
CMIP,84 

ISO 
3309, 26 
4335, 12, 26 
7498, 11-12 
7776, 26 
7809, 12, 26 
8072, 12 
8073, 8, 12, 48-49 
8208, 12 
8348, 37 

Addendum 1, 37 
Addendum 2, 12, 39 

8471, 26 
8473, 7, 37 

Addendum 1, 44 
8802, 7, 12-13 
8802-2,31 
8802-3, 29-30 

frame format, 31, 36 
8823, 12 
8825, 12 
8878, 12 
8885, 26 
9072, 12 
9542, 12, 44-45 
9596, 12 

LAN, 2, 7,29,41 
address, 30, 31 
extended, 33 

topology, 34 
spanning tree, 34 

LAPB, 7,26 
learning, 35 
leased circuit service 

X.21, 18 
leased line service 

modem connect, 17 
level 1 router, 39 
level 2 router, 39 
lifetime control, 43 
link management 

DDCMP,23 

link state PDU, 37 
LLC, 31 
load splitting, 45 
LaC-AREA, 40 
local area network, 2, 7, 29 

extended, 33 
topology, 34 

spanning tree, 34 
local name 

network management, 84 
logical link, 8 
logical link control, 31 
loop back test, 86 
LSP, 37,44 

acknowledgment, 45 
age, 45 
generation, 45 
propagation, 45 
sequence number, 45 

mail, 89 
DECMail-ll, 89 
VAX Mail, 89 

maintenance mode 
DDCMP,25 

maintenance operations protocol, 11, 85 
management model, 81-82 
management protocol, 83 
master replica, 66 
MEN protocol, 84-85 
message exchange 

DDCMP,24 
message router, 89 
MICE protocol, 84 
migration 

LAN, 36 
modem connect, 17 

auto answer, 17 
auto call, 17 
call con trol service, 17 
call references, 17 
call sharing, 18 
data transfer service, 17 
leased line service, 17 
line entity, 18 
network management, 18 
null modem, 17 
switched line service, 17 

module, 5 
nameserver control, 71 

117 



118 

S1\ A gateway access~ 90 
transaction agent: 71 
update listener, 71 
update sender, 71 

module entity, 84 
MOP, 11,85 
multicast, 29 

address, 30, 31 
multiplexing, 31 

Transport layer, 48 
multipoint 

DDCMP,23 

n-entity, 4 
NAK 

DDCMP,24 
name 

external, 64 
full, 64 
internal, 64 
primitive, 63 
simple, 64 

name server, 10,66 
nameserver control module, 71 
namespace, 55, 64 

UID, 64 
Namespace Unique Identifier, 64 
naming service, 10, 55, 63 
NCL, 11, 14, 86 
NCP, 14 
negative acknowledgment 

DDCMP,24 
neighbor, 31, 45 
networ k address, 63 
network control language, 11, 14, 86 
network control program, 14 
Network layer, 6-7,47 
networ k layer addressing, 39 
network management,S, 10, 81 

agent, 11, 82 
attribute, 83 

characteristic, 83 
counter, 83 
identification, 83 
status, 83 

bridge, 35 
class name, 84 
CMIP,84 
Common Management Information Pro­

tocol, 84 

configuration. 10 
counter, 10 
DDCMP, 23, 25 
diagnostic operations: 10 
directive, 83, 84, 86 
director, 82, 83, 86 
entity: 82, 83 
entity hierarchy, 83, 84 
en tity instance, 84 
entity name, 84 
entity naming, 83 
event, 10-11, 83, 85 
event logging, 85 

dispatcher, 85 
EVD, 85 
event stream, 85 
filter, 85 
sink, 85 
source, 85 

instance name, 84 
local name. 84 
loopback, 10-11 

INDEX 

Maintenance Operations Protocol, 85 
management model, 82 
management protocol, 83 
modem connect, 18 
module entity, 84 
MOP, 85 

DDCMP,25 
down-line load, 85 
loopback test, 86 
system console control, 86 
up-line dump, 86 

NCL, 86 
wildcarding, 86 

Network Control Language, 86 
node agent, 84 
node entity, 83 
parameter setting, 10 
service element, 82 
sub-entity, 84 
Transport layer, 48 
X.21, 19 

network service 
characteristics, 38 

Network Services Protocol, 8, 49, 52 
networ k virtual terminal service, 88 
NICE protocol, 11, 14 
nickname, 64 
node agent, 84 



INDEX 

node entity, 83 
node name, 8, 61 
non-broadcast subnetwork, 41 
normal mode 

HDLC,26 
NPDU 

data, 37-38, 41-45, 105-106 
error, 45 
redirect, 45 

NSAP, 37,40 
address, 37, 39, 40-45 

structure, 40 
selector, 41 

NSDU,37 
NSP, 8, 49, 52 
NSUID, 64 
null modem 

modem connect, 17 

object, 8, 55 
name, 8, 61 

object entry, 63 
OSI application layer, 8, 98 

ACSE,98 
FTAM,98 
VT,99 

OSI presentation layer, 8, 98 
OSI reference model, 4, 11 
OSI session layer, 8, 97 
OSI transport protocol, 8, 49 

class 0, 49 
class 2, 49 
class 4, 49 

packet, 7 
padding, 32-33 
POI, 4,43 
PDU, 5 
performance 

monitor, 94 
phase IV, 13, 49 
phase IV 

DDCMP, 25 
NCP, 86 
network management, 86 
NICE protocol, 85 
physical layer , 15 

physical connection, 15-16, 18 
network management, 86 

Physical layer, 6, 15 

piggybacking 
DDCMP,25 
Transport layer, 48 

pipelining 
DDCMP,24 

point to point subnetwork, 41 
point-to-poin t 

DDCMP, 23-24 
positive acknowledgment 

DDCMP, 24 
preamble, 31 
primitive name, 63 
protocol 

cler k-server, 69 
directory maintenance, 71 
solicitation and advertising, 71 
update propagation, 71 

protocol data unit, 5 
protocol ID, 32 
protocol identifier, 59 
protocol sequence, 59-60 
protocol type, 33, 36 
proxy, 58 
PSDN,73 

read-only replica, 66 
reassembly 

network layer, 43 
Transport layer, 48 

re assignmen t 
Transport layer, 51 

redirect NPDU, 45 
remote job entry, 92 
REP 

DDCMP,24 
repeaters, 30 
replica, 66 

master, 66 
read-only, 66 
secondary, 66 

reply to message number 
DDOMP, 24 

retransmission 
DDCMP,24 
Transport layer, 50, 53 

RingPointer attribute, 68 
RJE, 92 
root directory, 63, 64 
round-trip delay, 51, 53 
routing, 7 

119 



120 

co~t.37.44 

domain. :J7: 38. 42 
functions 

su bnetwork dependent. 43. 44. 4.5 
subnetwork independent. 43 

hierarchical. 38 

inter-domain. 42 
level 1. 38 

level 2. 38 

operation~ 44 
static 42 
system types, 39 

SAP, .32 
Subnetwork Access Protocol, 32 

secondary replica, 66 
segmentation 

network layer, 43 
Transport layer, 48, 52 

selection flag 
DDCMP, 23, 24 

selector 
NSAP, 41 

sequence number 
LSP, 45 
Transport layer, 50, 52 

sequence numbers PDU, 45 
session control, 8, 55 
simple name, 64 
single valued attribute, 65 
skulk, 68 

operation, 68 
SNA, 89 

gateway access, 90 
gateway access module, 90 
gateway server, 90 

SNDCF,44 
soft link, 63 
solicitation and advertising protocol, 71 
spanning tree 

bridge, 34 
SSAP, 32 
static routing, 42 
status attribute, 83 
sub-entity, 84 
subnetwork, 37, 45 

broadcast, 41 
connection oriented, 41 
general topology, 41 
non- broadcast, 41 

point tG I)0in.t ~ 41 
type:::. 41 

Subnetwork Access Protocol. 32 
frame format, 32 

ISDEX 

subnetwork dependent convergence function, 
44 

subnetwork dependent routing functions: 43, 
44, 45 

subnetwork independent routing functions~ 43 

switched circuit service 
X.21, 18 

switched line service, 17 
system console cant rol. 86 
system performance monitor, 94 
Systems Network Architecture, 89 

template, 5 
time service, 93 
topology 

extended LAN, 34 
network laver. 31, 40 

tower, 59, 61 
TPDU, 5 
trailer, 5 

transaction agent module, 71 
transport layer, 41, 43, 47, 55 

checksum, 48, 50 
concatenation, 48 
connection, 47, 55 
connection establishment, 41, 50, 52 
data transfer, 41, 50 
disconnection, 52-53, 58 
error detection, 48 
error recovery, 48 
expedited data, 51, 52-53 
flow control, 41, 50, 52 
management, 48 
monitoring, 58 
multiplexing, 48 
piggybacking, 48 
reassembly, 48 
reassignment, 51 
retransmissioll: 50, 53 
segmentation, 48, 52 
sequence llumber, 50, 52 

tributary address 
DDCMP, 23 

tributary station 
DDCMP, 23-24 



INDEX 

up-line dump, 86 
update listener module, 71 
update process, 45 
update propagation protocol, 71 
update sender module, 71 

VAX Mail, 89 
VAX Notes, 93 
videotex, 94 
virtual circuit, 75 
virtual terminals, 88 
VT,99 
VTX, 94 

wildcarding, 86 

X.121,40 
X.21, 2, 6, 15, 18 

call control service, 19 
call references, 19 
call sharing, 19 
data transfer service, 19 
DTE sharing, 19 
leased circuit service, 18 
line sharing, 19 
network management, 19 
outgoing call facilities, 19 
selection criteria, 19 
subaddress, 19 
switched circuit service, 18 

X.25, 2, 5,7,41, 73 
channels, 75 
DED, 74 
gateway access, 77 
Gateway Access Protocol: 77 
gateway system, 77 
level 1, 73 
level 2, 26, 73 
level 3, 73 

call charging, 77 
call re-direction, 77 
call request, 75 
clear confirmation, 76 
clear indication, 76 
clear request, 76 
closed user group, 77 
data, 75 
flow control, 75 
flow negotiation, 75 
functions, 73 

incoming call, 75 
interrupt, 76 
interrupt confirmation, 76 
More Data, 75 
optional user facilities, 76 
packet, 75 
packet size, 75 
reset, 76 
reset confirmation, 76 
restart, 76 
user identification, 77 
window, 75 

Modules, 74 
PVC, 75 
SVC, 75 
template, 75 

X.400, 50, 89 

121 


